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Abstract — In real world datasets, lots of redundant and 
conflicting	 data	 exists.	 The	 performance	 of	 a	 classification	
algorithm in data mining is greatly affected by noisy information 
(i.e.	 redundant	 and	 conflicting	 data).	 These	 parameters	 not	
only increase the cost of mining process, but also degrade the 
detection	performance	of	the	classifiers.	They	have	to	be	removed	
to	 increase	 the	 efficiency	 and	 accuracy	 of	 the	 classifiers.	 This	
process is called as the tuning of the dataset. The redundancy 
check will be performed on the original dataset and the resultant 
is to be preserved. This resultant dataset is to be then checked 
for	conflicting	data	and	if	they	will	be	corrected	and	updated	to	
the	original	dataset.	This	updated	dataset	is	to	be	then	classified	
using	a	variety	of	 classifiers	 like	Multilayer	perceptron,	SVM,	
Decision stump, Kstar, LWL, Rep tree, Decision table, ID3, J48 
and Naïve Bayes. The performance of the updated datasets on 
these	classifiers	is	to	be	found.	The	results	will	show	a	significant	
improvement	 in	 the	 classification	 accuracy	 when	 redundancy	
and	conflicts	are	to	be	removed.	The	conflicts	after	correction	are	
to be updated to the original dataset, and when the performance 
of	 the	 classifier	 is	 to	be	 evaluated,	great	 improvement	 is	 to	be	
witnessed.

Keywords	—	data	mining,	classification	algorithm,	redundancy,	
conflicting	data.

I. IntroductIon

Data mining is the process of finding interesting patterns in data. 
Data mining deals with the discovery of hidden knowledge, 
unexpected patterns and new rules from large databases. It 
often involves datasets with a large number of attributes. 
Many attributes in most real world data are redundant and/
or simply irrelevant to the purposes of discovering interesting 
patterns. The performance of a classification algorithm in 
data mining is greatly affected by the noisy information 
(i.e.redundant and conflicting data). These parameters not 
only increase the cost of mining process, but also degrade the 
detection performance of the classifiers. This process is called 
as the tuning of the dataset.

Data mining will be done to remove redundant data and to 
correct the conflicting data. This is to be done in two phases. 
The data tuning will mainly done to improve the quality of 
the dataset. This consequently improves the reliability on the 
dataset. Since the quality of the dataset has been improved, 
the accuracy and performance of the classifiers that are 
applied on these datasets also improve.

The phase one of the data tuning process will remove the 
redundancy and inconsistency in the collected dataset. 
Removal of redundancy is important because it not only 
increases the cost but also degrades the performance. The 

conflicting datasets have same attribute values for the 
predicted attributes but have different attribute values for 
the class attributes. Classifier generally learns improperly 
form these conflicting data and hence the performance of the 
classifier degrades. 

The phase two of the data tuning will be done after the phase 
on is completed. Classifiers mis-learn from these conflicting 
data and hence their performance degrades. Hence the phase 
two of the data tuning will correct the conflicting data and 
updates it to the phase one dataset so that the classifier can 
learn and perform well. The phase two of data tuning will 
correct conflicting data in dataset and it will update in dataset 
and it will update its to the original dataset. 

II. data cleanIng: overvIew

A Data cleaning, also called data cleansing or scrubbing, 
deals with detecting and removing errors and inconsistencies 
from data in order to improve the quality of data. Data quality 
problems are present in single data collections, such as files 
and databases, e.g., due to misspellings during data entry, 
missing information or other invalid data. When multiple 
data sources need to be integrated, e.g., in data warehouses, 
federated database systems or global web-based information 
systems, the need for data cleaning increases significantly. 
This is because the sources often contain redundant data 
in different representations. In order to provide access to 
accurate and consistent data, consolidation of different data 
representations and elimination of duplicate information 
become necessary.

A data cleaning approach should satisfy several requirements. 
First of all, it should detect and remove all major errors 
and inconsistencies both in individual data sources and 
when integrating multiple sources. The approach should 
be supported by tools to limit manual inspection and 
programming effort and be extensible to easily cover 
additional sources. Furthermore, data cleaning should not be 
performed in isolation but together with schema-related data 
transformations based on comprehensive metadata. Mapping 
functions for data cleaning and other data transformations 
should be specified in a declarative way and be reusable for 
other data sources as well as for query processing. 

III. related work

Data preprocessing or preparation is an important and critical 
step in the data mining process and it has a huge impact on 
the success of a data mining project [20]. This goal generates 
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an urgent need for data analysis aimed at cleaning the raw 
data [56]. Feature selection has been an active research area in 
pattern recognition, statistics, and data mining communities. 
Further, it is often the case that finding the correct subset of 
predictive features is an important problem in its own right 
[29] & [8] propose a bit-based feature selection method to 
find the smallest feature set to represent the indexes of a given 
data set. The proposed approach originates from the bitmap 
indexing and rough set techniques. It consists of two phases. In 
the first phase, the given data set is transformed into a bitmap 
indexing matrix with some additional data information.

In the second phase, a set of relevant and enough features 
are selected and used to represent the classification indexes of 
the given data set. After the relevant and enough features are 
selected, they can be judged by the domain expertise and the 
final feature set of the given data set is thus proposed. Finally, 
the experimental results on different data sets also show 
the efficiency and accuracy of the proposed approach. [9] 
Investigate the influence of different preprocessing techniques 
of attribute scaling, sampling, coding of categorical as well as 
coding of continuous attributes on the classifier performance 
of decision trees, neural networks and support vector 
machines. 

[35] Mention that data reduction is an important issue in the 
field of data mining. The goal of data reduction techniques 
is to extract a subset of data from a massive data set while 
maintaining the properties and characteristics of the original 
data in the reduced set. This allows an otherwise difficult or 
impossible data mining task to be carried out efficiently and 
effectively. 

Pizzi and Pedrycz present a new methodology, which 
systematically addresses these design classification issues 
in their study. At the preprocessing phase they offer a new 
approach of stochastic feature selection. This type of feature 
selection collates quadratic ally transformed feature subsets 
for presentation to a collection of respective classifiers[42].

A. Noise Handling and Noise Impact Analysis

Many of these learning models involve unique noise-handling 
routines or structures. For example, one representative 
method in classification tree induction is the tree pruning, 
including prepruning and postpruning approaches[25]. As a 
representative instance-based algorithm, IB3 [12] involves a 
noise-tolerate strategy, in which a selective utilization filter 
is applied to prevent noisy instances from being selected as 
prototypes. In [5], the authors presented a linear complexity 
instance selection algorithm by performing several rounds of 
instance selection on subsets of the original dataset to address 
the scaling issue of instance selection on very large datasets. 
In [4], the authors proposed a fuzzy support vector machine 
design for learning from noisy data. 

Different from this strategy, another proactive idea is to adopt 
data preprocessing techniques, such as noise cleansing [6,45], 
erroneous attribute value detection [7,53,48,10], missing 
attribute value acquisition [51,52], and data imputation [21], 
to improve the data quality before prediction models can be 
formed from the preprocessed data. If training and test data 
both suffer from the same level of noises, it has been observed 
that ‘‘for higher noise levels, the performance of a correct 
decision tree on corrupted test data was found to be inferior to 
that of an imperfect decision tree formed from data corrupted 
to a similar model’’ [26,27]. 

In our previous work [50], we empirically studied the impact 
of class noise and attribute noise to the learning modules and 
concluded that class noise is more harmful, than attribute 
noise, for prediction models. In [36], the authors empirically 
studied the classification algorithms for test data containing 
under or overly represented attribute noises and concluded 
that over representative (high training noise and low test noise) 
attribute noise has an negative impact on the learning model, 
while under representative (low training noise and high test 
noise) attribute noise is less of a concern. Conducting data 
cleaning on test data usually improves performance.

B. Classifier Ensembling for Data Imperfections

Ensemble learning is a proven effective tool that generally 
outperforms single models [47,33,1]. One of the potential 
advantages of classifier ensemble model is that it is shown 
to be robust to datasets containing noisy or missing attribute 
values [38]. In this subsection, we regard classifier ensembling 
as a treatment for data imperfections and review related 
work from the following two aspects: (1) building classifier 
ensembling from noisy data in general; (2) improving 
classifier ensembling methods through the enhancement of 
the accuracy and diversity of the base learners.

1) Classifier Ensembling for Noisy Data

Assuming the training data is noisy, whereas the test data 
is noise free, the prediction accuracies of general classifier 
ensembling methods are not always superior to the accuracies 
of single models, depending on how the ensemble is designed. 
For example, previous experiments on classification noise 
have shown that bagging ensemble is quite robust, whereas 
Boosting is more sensitive to noisy data [46]. Many evidences 
have shown that commonly used boosting algorithms such 
as AdaBoost [54] and LogitBoost [22] are sensitive to data 
errors and perform poorly on noisy data [24, 46, 49, 41]. 

In [49], the author performed a comprehensive analysis on 
Ada Boost in the presence of noisy data. In [41], the authors 
theoretically demonstrated that all the boosting algorithms 
that try to minimize some convex potential functions of 
the margins of a dataset are highly susceptible to random 
classification noise. A boosting algorithm called Smooth 
Boost has been designed to avoid assigning too much weight 
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to any single instance, so that the algorithm can tolerate a 
certain level of noise [44]. In [37], the authors have proposed 
a binary classifier ensemble by extending the smooth boosting 
approach via a branch-and-bound algorithm to construct base 
learners in the classifier ensemble. 

Furthermore, many research efforts have been made to study 
the reaction of ensemble learning models on different types 
of noisy data. For example, in [38], the performance of 
three classifier ensembling methods Bagging, Boosting and 
DECORATE have been studied for data containing missing 
features, class noise, and/or attribute noise. In [40], the authors 
investigated the problem of learning from concept drifting 
data streams with noise, where samples in a data stream may 
be mislabeled or contain erroneous values. 

2) The Base Learners’ Accuracy and Diversity

Classifier ensemble is also called mixtures of experts, multiple 
classifier systems, consensus theory, etc. [34,31,54,39]. It is 
shown both theoretically and experimentally that an effective 
classifier ensemble should consist of base learners with 
high-accuracy and high-diversity in predictions [47,34]. To 
generate a high quality classifier ensemble, one commonly 
agreed principle is that the ensemble should have diverse base 
learners. In fact, the way of measuring ‘‘diversity’’ among base 
learners is not unique. For example, in [47], two classifiers are 
considered diverse if they make different errors on new data 
points; and in [39], the measure of disagreement is referred as 
the diversity of the ensemble. In [34], the authors carries out a 
study on various measures of diversity in classifier ensembles. 
In [17], a study on the behavior of classifier ensembling 
methods is performed through a simulation of generating a 
set of classifier outputs with specified individual accuracies of 
base learners and fixed pair wise agreement of the measured 
diversity. 

Examples include (1) introducing randomness into the 
training data by using different sampling mechanisms, such 
as Bagging [31], Boosting [54] and DECORATE [39]; (2) 
using ensemble feature selection to introduce randomness 
[11,16,2,3]; (3) introducing randomness into the class 
attributes of the training data [32,15]; and (4) adjusting 
parameters of the learning models to introduce randomness 
[23,43]. The traditional wisdom in general agrees that the 
accuracy of base learners should be higher than 50% [47]. 
The higher the accuracy the base learners could achieve, the 
better the classifier ensemble may be. When learning from 
noisy data sources, we believe that using data cleansing to 
construct base learners with high accuracy is important. 

Iv. ProPosed work

Steps involved in data cleaning are shown with the help of 
block diagram in Figure 1 below: 

Fig.1 Block diagram for data cleaning

Procedure for the data cleaning
1. Dataset is to be provided
2. Redundancy and conflicting data in the dataset are to be

removed.
3. The conflicting data sets are to be corrected and updated.
4. Accuracy of classification algorithm is to be evaluated.

In this work, data mining will be implemented on a dataset 
in order to increase the classification accuracy and to reduce 
the computational time. In general, records are said to 
redundant if they have same predictive attribute values and 
same class label values. Many of the attributes in most real 
world data are redundant and/or simply irrelevant to the 
purposes of discovering interesting patterns. Records are said 
to be conflicting if they have same predictive attribute values 
but different class label values. The classifier does not learn 
properly from conflicting records as they provide two class 
labels for the same predictive attribute values. Data mining 
will be done in two phases namely

Phase 1: Redundant and conflicting data will be removed 
from the original dataset.

Phase 2: Conflicting data will be passed as test data to the 
classification algorithms and its class label value is to be 
found. The class label value that will found is to be updated to 
the original training data.  

The phase one of data tuning will remove redundancy and 
inconsistency in the collected dataset. The performance of the 
classifier is to be found at the end of the phase one. Phase 
one of the data tuning process is to be followed by Phase 
two. Classifiers cannot properly learn from these conflicting 
data and hence the performance of the classifiers degrades. 
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Hence, in phase two, the conflicting data will be corrected and 
updated to the resultant dataset of Phase one to improve the 
performance and accuracy of the classifier. The performance 
of the classifier is to be again found at the end of the phase 
two. A significant improvement performance at the end of the 
phase two is to be observed. 

v. conclusIon
The cleaning step is necessary to resolve several types of 
problems include noisy data, redundancy data, missing data 
values, etc. All the classification algorithms rely heavily 
on the product of this stage, which is the final training set.
By selecting relevant instances; experts can usually remove 
irrelevant ones as well as noise and/or redundant data. The 
high quality data will lead to high quality results and reduced 
costs for data mining. In addition, when a data set is too huge, 
it may not be possible to run a classification algorithm. In 
most cases, missing data should be pre-processed so as to 
allow the whole data set to be processed by a classification 
algorithm. It would be nice if a single sequence of data 
cleaning algorithms had the best performance for each data 
set but this is not happened. Thus, we presented the most well 
known algorithms for each step of data cleaning so that one 
achieves the best performance for their data set.
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