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Abstract – In this paper, a novel 128-Point FFT/IFFT processor 

for OFDM-based UWB system has been proposed. In proposed 

MRMDF (Mixed Radix Multipath Delayed Feedback) 

architecture, high throughput rate can be achieved by using 

four data paths. Furthermore, the hardware costs of memory 

and complex multiplier can be saved by adopting delay 

feedback and data scheduling approaches. In addition, the 

number of complex multiplications is reduced effectively by 

using a higher radix algorithm. The measurement results show 

that the throughput rate of this test chip is up to 1Gsample/s 

while it dissipates 175mW. When the throughput rate of our 

processor meets UWB standard, it only consumes 77.6 mW 

and multiplexers. The features of the proposed MRMDF 

architecture are the following:

• Higher	 throughput	 rate	 can	 be	 provided	 by	 using	 four

parallel data paths;

• The	 minimum	 memory	 is	 required	 by	 using	 the	 delay

feedback approach to reorder the input data and the

intermediate results of each module.

• The	 128-point	 mixed-radix	 FFT/IFFT	 algorithm	 is

implemented to power consumption.

• The	number	of	complex	multiplier	is	minimized	by	using	the

scheduling	scheme	and	the	specified	constant	multipliers.

Keywords: Fast Fourier transform (FFT), orthogonal frequency 

division multiplexing (OFDM), ultra wideband (UWB)

I. IntroductIon

 UWB standard in which the FFT throughput rate is 
409.6 Msample/s. A mixed radix algorithm is a combination 
of different radix-r algorithms. That is, different stages in 
the FFT computation have different radices. For instance, a 

128-point long FFT can be computed in two stages using one 
stage with radix-8 PEs, followed by a stage of radix-2 PEs.
This adds a bit of complexity to the algorithm compared to
radix-r, but in return it gives more options in choosing the
transform length.

 128 point FFT/IFFT processor for UWB system radix-2 
feedback (MRMDF), can provide a higher throughput 
rate by using the multipath-path scheme. Furthermore, 
the hardware costs of memory and complex multipliers in 
MRMDF are only 38.9% and 44.8% of those in the known 
FFT processor by means of the delay feedback and the data 
scheduling approaches. The high-radix FFT algorithm is also 
realized in our processor to reduce the number of complex 
multiplications.  Power dissipation is 77.6 mW when its 
throughput rate meets FFT. However, this algorithm does 
not offer the simple bit reversing for ordering the output 
sequences.

II. mIxed radIx algorIthms

 In this section we describe a generalization of the basic 
FFT that can be applied to a sample set where the size 
is any composite (non-prime) number .We shall refrain 
from describing an algorithm based on this idea in detail. 
Instead, only the mathematical basis of the algorithm will 
be described. The only real complexity in this algorithm is 
the indexing scheme, which is far more difficult than the 
simple bit reversing.

 Mixed radix algorithms are used for signal processing; 
the basic idea is similar to the prime factor approach except 
that there is no constraint on the factors. The penalty paid 
is that complex-multiplications should be used while 
combining the results of small-point blocks instead of just 
re-ordering. Thus if N can be factored then the transform can 
be implemented. The small-points can be further factored 
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along the same lines. The algorithm involves point FFT 
computations, data re-ordering and complex multiplications 
in between. For the two-factor approach the number of real 
additions and real multiplications.

 There are circumstances where the use of this method 
can bring worthwhile performance benefits. Sometimes 
you don’t have the flexibility to design the system for radix 
2 FFT’s. In the worst case, forcing the use of a radix 2 
algorithm will double the FFT size required. This loss of 
performance is compounded in multi-dimensional FFT’s. 
Two dimensional image processing is a good example. 
Images tend to come in a variety of sizes. The worst case of 
doubling the row and column transform sizes will result a 
factor of 4 increases in the total FFT size. 

 Fourier analysis of finite-domain discrete-time signals 
are widely employed in signal processing and related fields 
to analyze the frequencies contained in a sampled signal, 
to solve operations such as convolutions. The DFT can 
be computed efficiently in practice using a Fast Fourier 
transform (FFT) algorithm. 

 Difference between DFT & FFT though FFT algorithms 
are so commonly employed to compute the DFT, there is a 
difference :”DFT” refers to a mathematical transformation, 
regardless of how it is computed, while “FFT” refers to any 
one of several efficient algorithms for the DFT. 

1. The normalization factor multiplying the DFT and IDFT   
and the signs of the exponents are merely conventions. 

2. A normalization of for both the DFT and IDFT makes 
the transforms unitary, which has some theoretical 
advantages.

3. The convention of a negative sign in the exponent is often 
convenient because it means that XK is the amplitude of 
a “positive frequency” 2πk/ N.The DFT is often thought 
of as a matched filter: when looking for a frequency of 
+1, one correlates the incoming signal with a frequency 
of −1.

 A Fast Fourier Transform (FFT) is an efficient algorithm 
to compute the discrete Fourier transform(DFT) and its 
inverse. ,be complex numbers. The DFT is 
defined by the formula
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 This paper presents an energy-efficient single-chip, 
1024-point Fast Fourier Transform (FFT) processor. The 
transistor design has been fabricated in a standard 0.7 m 
(L poly= 0:6 m) CMOS process and is fully functional on 
first pass silicon. At a supply voltage of 1.1 V, it calculates 
a 1024-point complex FFT in 330s. While consuming 9.5 
m W, resulting in adjusted energy efficiency more than 16 
times greater than the previously most efficient known FFT 
processor. At 3.3 V, it operates at 173 MHz which is a clock 
rate 2.6 times greater than the previously fastest rate.

 The Fourier transform (FFT) is one of the most widely 
used digital signal processing (DSP) algorithms .While 
advances in semiconductor processing technology have 
enabled the performance and integration of FFT processors 
to increase steadily unfortunately, led to an increase in 
power consumption. This has resulted in a situation where 
the number of potential FFT applications that are limited 
by power   not performance (e.g., portable applications) is 
significant and growing.

III. fft Processor memory system archItectures

 As with most DSP algorithms, FFT’s make frequent 
accesses to data in memory. FFT’s are calculated in stages, 
where is the length of the transform and is the radix the FFT 
decomposition. Each stage requires the reading and writing 
of all data words.

1) Single Memory: The simplest memory-system 
architecture is the single memory architecture, as in 
which a memory of at least words is connected to a 
process or by a bidirectional data bus. In general, data 
are read from and written back to the memory once for 
each of the Stages of the FFT.

2)  Dual Memory: The dual-memory architecture places 
two memories of size on separate buses connected to a 
processor. Data begin in one memory and “ping- pong” 
from memory to memory times until the transform has 
been calculated.

3)  Pipeline: For processors using pipelined architecture, 
a series of smaller memories replace the word memory 
.Either physically or logically, there are stages 
processors and buffer memories are interleaved, as 
well as the flow of data through the pipeline structure.

 Typically, an word memory is on one end of the pipeline, 
and memory sizes increase by through subsequent stages, 
with the final memory of size. 
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IV. hIgh-Performance oPeratIon

 At Vdd=3.3V, the processor is fully functional at 173 
MHz calculating a 1024-point complex FFT in 30 s while 
consuming 845 m W. While clock speed is not the only 
factor, it is certainly an important factor in determining 
the performance and area efficiency of a design compares 
clock speeds of this cached-FFT design running with other 
FFT processors versus their CMOS technologies. Despite 
having a favourable maximum clock rate, the chip’s circuits 
are not optimized for high-speed operation in fact, nearly all 
transistors in logic circuits are near minimum size. 

 The computational complexity is through directly 
performing the required computation. By using the FFT 
algorithm, the computational complexity can be reduced to, 
where means the radix-r FFT. The radix-r FFT algorithm 
can be easily derived from the DFT by decomposing the 
-point DFT into a set of recursively related -point.

 FFT transform, if is power of r. In general, higher-radix 
FFT algorithm has less number of complex multiplications 
compared with radix-2 FFT algorithm which is the simplest 
form in all FFT algorithms. In an example, for the 128-point 
FFT, the number of nontrivial complex multiplications of 
the radix-8 FFT algorithm is 152, which is only 59.3% of 
that of the radix-2 FFT algorithm. Thus, in order to save the 
number of complex multiplications, we choose the radix-8 
FFT algorithm. Because the 128-point FFT is not a power 
of 8, the mixed-radix FFT algorithm, including radix-2 and 
radix-8 FFT algorithms, is needed. 

V. algorIthm for dft comPutatIon

 Given a sequence, an N-point discrete Fourier transform 
(DFT) is defined as 

 N=128,           n=64n1+n2           {n1=0,1  n2=0,1….63

                            k=k1+2k2                {k1=0,1   k2=0,1….63

 x(k1+2k2)=x(64n1+n2)w16
(2k2+k1)     

                         x(64n1+n2)

                =BU2 (k1,n2) W64
n2k2

Fig.1 128-point mixed-radix FFT algorithm

 The mixed-radix 4/2 butterfly unit uses both the 
radix-22 and the radix-2 algorithms can perform fast FFT 
computations and can process FFTs that are not power of 
four. The mixed-radix 4/2, which calculates four butterfly 
outputs based on X(0)~X(3). The proposed butterfly unit has 
three complex multipliers and eight complex adders. Four 
multiplexers represented by the solid box are used to select 
either the radix-4 calculation or the radix-2 calculation.

 In order to verify the proposed scheme, 64-points FFT 
based on the proposed Mixed-Radix 4-2 butterfly with 
simple bit reversing for ordering the output sequences is 
exampled .For 64-points FFT is composed of total six-
teen Mixed-Radix 4-2 Butterflies. In the first stage, the 64 
point input sequences are divided by the 8 groups which 
correspond to n3=0, n3=1, n3=2, n3=3, n3=4, n3=5, n3=6, 
n3=7 respectively. Each group is input sequence for each 
Mixed-Radix 4-2 Butterfly. After the input sequences pass 
the first Mixed-Radix 4-2 Butterfly stage, the order of output 
value is expressed with small number below each butterfly 
output line. The proposed Mixed- Radix 4-2 is composed 
of two radix-4 butterflies and four radix-2 butterflies. In the 
first stage, the input data of two radix-4 butterflies which are 
expressed with the equation B4 (o, n3, k j) B4 (i, n3, k1), are 
grouped with the x(n3), x(N/4±n3), x(N/2±n3), x(3N/4±n3) 
and x(N/ 8±n3), x(3N/8±n3), x(5N/8±n3), x(7N/8±n3) 
respectively. After the each input group data passes the 
first radix-4 butterflies, the output data is multiplied by the 
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special twiddle factors. Then, these outputted sequences 
are inputted into the second stage which is composed of 
the radix-2 butterflies. After passing the second radix-2 
butterflies, the outputted data are multiplied by the twiddle 
factors. These twiddle factors WQ (1+k) is the unique 
multiplier unit in the proposed Mixed- Radix 4-2 Butterfly 
with simple bit reversing the output sequences. Finally, we 
can also show order of the output sequences. The order of 
the output sequence is 0,4,2,6,1,5,3 and 7 which are exactly 
same at the simple binary bit reversing of the pure radix 
butterfly structure. Consequently, proposed mixed radix 
4-2 butterfly with simple bit reversing output sequence 
include two radix 4 butterflies, four radix 2 butterflies, one 
multiplier unit and additional shift unit for special twiddle 
factors.

VI. oPerand and twIddle factor storage

 The property of the FFT algorithms allows the input 
operands and intermediate and final results, to share the 
same memory locations. This, however, requires that the 
input sequence is stored into the RAM memory according 
to the input permutations. The in-place operand access 
during the actual computations can be realized with the aid 
of address rotation .In an N-point radix-2 FFT, there are 
N/2 different complex-valued twiddle factors. However, 
these factors can be computed from N/8+1 complex-valued 
numbers with the aid of an add/sub unit .On the other hand, 
there are N/4+1 different real-valued magnitudes present 
in the real and imaginary parts, thus the twiddle factors 
can be formed easily by fetching the magnitudes from a 
table and taking complement when needed. However, this 
arrangement requires that two memory accesses to the 
ROM table are needed. This is possible with the proposed 
pipelined butterfly units since the operand access takes 
two cycles. The previous method can be applied directly 
to butterfly units based on bit-parallel multipliers. The 
DA based butterfly units require sum and difference of 
the real and imaginary parts of the twiddle factors, thus an 
additional add/sub unit is needed. Butterfly units based on 
CORDIC need no ROMs since the angles can be generated 
easily from counters synchronizing the overall operation. 
In this paper, we have proposed a general organization for 
partial-column radix-2 and radix-2/4 FFT processors and 
described methods to improve the energy-efficiency of 
pipelined butterfly units. Several pipelined butterfly units 
have been synthesized onto a 0, 11 μm ASIC technology 
and the results show that butterfly units based obit-parallel 

multipliers are energy-efficient but cannot be used when 
high clock frequencies are used. The energy efficiency of 
these butterfly units can be further enhanced by utilizing 
radix-4 operation. The proposed radix-2/4butterfly unit to 
be the most energy-efficient choice, when the target clock 
frequency is high. Butterflies based on distributed arithmetic 
can support higher clock frequencies than the butterflies 
based on bit-parallel multipliers. When extremely long FFTs 
are needed, the pipelined CORDIC should be considered 
due to the fact that separate twiddle factor ROMs are not 
needed.

 Mixed radix algorithm, another modified version of 
Cooley – Tuckey algorithm handle composite sizes. It 
behaves like FFT for any series that can be factored in 
factors 2, 3, 4, 5, 8 and 10. When there are other prime 
factors in the series, it will calculate the subseries with a 
complex Discrete Fourier Transform (DFT). The mixed-
radix FFT is just as fast as normal FFT for power of 2 series, 
in all cases where the series can be composed of the factors 
above. In other cases it will be slightly slower. In various 
mixed radix architectures including mixed radix multipath 
delay commutation, mixed radix single path delay feedback 
and mixed radix combined delayed feedback commutation 
are to be dealt with.

 The Mixed radix multipath delay commutation is a very 
crucial architecture for FFT computation, and it combines 
parallel pipelined concept and memory based architectures 
so as to obtain power efficiency. The processor, based on the 
multipath delay commutation architecture has high-radix 
arithmetic units with two main memories for input storage, 
inter mediate commutations, delays and output buffer for 
rescheduling purposes. 

 Here the 128 point FFT suited for UWB applications are 
calculated using four parallel 32 point FFT. The architecture 
shows the FFT computation for the 32 point FFT, which is 
decomposed into radix 4 FFT and radix2 FFT. The switches 
are more complex and it is implemented using multiplexers. 
All these operations are controlled by the control unit and 
the twiddle ROM is implemented using shift-add method of 
twiddle factor computation. The twiddle ROM computation 
is made by observing the unique twiddle factors and then 
mapping the values according to the mapping. The radix 
4 is implemented using Carry Save Adder. It is found that 
Carry Save Adder, which is a fast adder, is having less delay 
compared to other adders and hence this adder is imported 
into the design to compute radix 4 algorithms. This design, 
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using mixed radix multipath delay commutation has four 
complex multipliers, so it consumes more multiplier power. 
To save the power consumption, a better implementation of 
the 128 point FFT is made by using the concept of single 
path delay feedback.

 In this project mixed radix multipath delay feedback is 
used and to increase the throughput. Mixed radix algorithm 
is a combination of different radix –r algorithm, the input 
sequence and output sequence are in specified order. The 
order of the output sequence is one bit reversal of the order 
of the input signal. The 128 point mixed radix algorithm 
is implemented to save power consumption and the higher 
radix algorithm is used to reduce the number of complex 
multiplication.

 In this section we describe a generalization of the basic 
FFT that can be applied to a sample set where the size is 
any composite (non-prime) number. We shall describe an 
algorithm based on this idea in detail. Instead, only the 
mathematical basis of the algorithm will be described. 
The only real complexity in this algorithm is the indexing 
scheme, which is far more difficult than the simple bit 
reversing.

 Mixed radix algorithms are rarely used for signal 
processing. For most signal processing applications, your 
far better off designing your system with Radix 2 FFT’s in 
mind (For example, chose your sampling frequency so that 
a Radix 2 FFT will give you the resolution you want from 
a spectrum analysis). The proposed MRMDF architecture 
combining the features of the SDF and MDC architectures 
consists of Module 1, Module 2, Module 3, conjugate 
blocks, a division block, and multiplexers. 

 In the MRMDF architecture, the input sequence and the 
output sequence are in the specified order. The order of the 
output sequence is the bit reversal of the order of the input 
sequence, and the operation of the FFT or IFFT is controlled 
by the control signal, FFT/IFFT when an IFFT is performed 
in our processor, the sign of the imaginary part of the input 
sequences will be changed and then they will be performed 
by the process in treating FFT. The sign of the imaginary 
part of output data from FFT will be changed again and 
then will be divided by 128. Because 128 is a power of two, 
the operation of the division is implemented by shifting 
the decimal point location. The function of Module 1 is to 
implement a radix-2 FFT algorithm, corresponding to the 
first stage of the SFG. Modules 2 and 3 are to realize the 

radix-8FFT algorithm, corresponding to the second and 
third stages of the SFG ,as displayed.in Modules 2 and 3 
to implement the radix-8 FFT algorithm. In addition, the 
hardware complexity of  the complex multiplier will be also 
considered in the proposed architecture. 

 1. Module 1: Module 1 consists of a register file which can 
store 64 pieces of complex data, one butterfly unit (BU),two 
complex multipliers, two ROMs, and some multiplexer. 
The function of ROM is used to store twiddle factors. Only 
period of cosine and sine waveforms are stored in ROM, 
and the other period waveforms can be reconstructed by 
these stored values. The BU consists of four BU2s, which 
operate the complex addition and complex subtraction 
from two input data. Because the radix-2 FFT algorithm is 
adopted in this module, BU cannot start until both the input 
sequences and are available. This corresponds to the first 
stage of SFG.

 The order of the four parallel input sequences in Module 
1 is, and respectively, where is from. Therefore, these 
two available data of each data path are separated by 16 
cycles if one input data of each path is available per clock 
cycle. At the first 16 cycles, the first 64 data are stored in 
the register file. At the next 16 cycles, the eight input data 
and of the BU are received from the register file and the 
input, respectively. Then the BU generates the outputs data 
according to the radix-2 FFT algorithm. Meanwhile, four 
output data, the BU, are fed to Module 2 directly, and the 
other four output data are stored into the register file. After 
32 cycles, these data are read from the register file and are 
multiplied by the twiddle factors simultaneously before they 
are sent to Module 2. In general, four complex multipliers 
are needed in the four-parallel approach to implement the 
radix-2 FFT algorithm. Also, the utilization rate of the 
complex multiplier is only 50%. This paper proposes a 
new approach to increase the utilization rate and to reduce 
the number of complex multipliers. The detailed operation 
is described below. When these are generated by the BU, 
two are multiplied by the appropriate twiddle factors first 
before these are stored in the register file. After 32 clock 
cycles, other two and, are multiplied before the data’s are 
fed to Module 2. By rescheduling the time of the complex 
multiplications, it is clear to find that only two complex 
multipliers are needed in our approach. The utilization of 
the complex multipliers can achieve100% by using our 
proposed approach.

2. Module 2: Module 2 consists of four BU8 structures and 
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one modified complex multiplier. These four BU8s operate 
in the same way. The architecture of BU8 is direct mapped 
from the three-step radix-8 FFT algorithm. Also, the sizes of 
the three delay elements in the BU 8 are eight, four, and two 
points, respectively. The function of the delay element is to 
store the input data until the other available input data are 
received for the BU2 operation. The output data generated 
by the BU2 in the first step and second step are multiplied 
by a trivial twiddle factor, or before they are fed to the next 
step. These twiddle factors can be implemented efficiently. 
However, the four output data from the third step of the 
BU8 need to be multiplied by the nontrivial twiddle factors 
simultaneously in the modified complex multiplier.

 The scheduling of the twiddle factor in each data path 
after the twiddle factors are mapped to region A. It can be 
clearly seen that the twiddle factor of four paths in each time 
slot has different values, except for time slots 2 and 3. In 
time slots 2 and 3, the hardware conflict will happen if only 
one constant multiplier 4 is built. Therefore, an additional 
constant multiplier 4 is used in our design to avoid spending 
one more cycle. In the beginning, the four output sequences 
from the third step of the BU8 are separated into real and 
imaginary parts. The data of each path are fed to appropriate 
constant multipliers according to the scheduling of the 
twiddle factor. Therefore, the entire constant multiplication 
calculation can be implemented by just using eight sets of 
constant values by swapping the real and imaginary parts 
appropriately and choosing the appropriate sign. The gate 
count of this approach can save about 38% compared to 
the four-complex-multiplier approach, and the performance 
of this approach is equivalent to that of the four complex 
multipliers.

 3. Module 3: The radix-8 FFT algorithm is realized in 
Module 3. The structure of Module 3 is different from that 
of Module 2, because the two available data of the BU2 in 
the second and third steps are in different data paths. Thus, 
a suitable structure is needed to ensure the correction of the 
FFT output data. Some output data, generated by the BU2 in 
the first and second steps, are multiplied by the nontrivial 
twiddle factors before they are fed to the next step.

 In general, the performance and hardware cost of the 
pipelined FFT architecture are increased by using the 
multiple data-path approach. Thus, the multipath-based 
architecture usually provides higher throughput rate 
with higher hardware cost if the parallel input data can 

be supported in this approach .The proposed MRMDF 
architecture hardware costs in terms of 128-point FFT are 
as follows:

 •  Registers number: 124.

 • Complex multipliers: where the complexity of 
modified complex multiplier is only 62% of that of 
four complex multipliers

 •  Complex adders: 48.

 compares the hardware requirement, FFT algorithm, 
and throughput rate with several classical and proposed 
approaches in the 128-point FFT. The known MDC 
architectures like R4MDC and the architecture proposed 
by Jung are not suitable for the 128-point FFT in 
UWB applications, because the FFT size used in their 
approaches is limited by a power of 4. In order that these 
two architectures are able to process the 128-point FFT, 
we modify both architectures by adding the proposed 
Module 1 to them. In addition, the throughput rate of the 
traditional MDC architecture is raised by increasing the 
utilization of butterfly units; this can be done by reordering 
the appropriate parallel input data in the input buffer before 
the data are loaded into the FFT processor. Consequently, 
the revised R4MDC and Jung’s architectures. It should 
be emphasized that the input buffer, whose size is usually 
proportional to the number of data paths, is needed in all 
FFT processors listed in except for our proposed MRMDF 
architecture and R2 SDF architecture. By combining the 
features of the R2 SDF and the R4MDC approaches, the 
proposed FFT architecture not only can implement the 
radix-8 FFT algorithm in a 128-point FFT to reduce the 
number of complex multiplications but also can provide 
four times the throughput rate, compared with the R2 SDF 
scheme. In addition, the number so register excluding the 
input buffer and complex multiplier used in our scheme is 
only 38.9% and 44.8% of those in the SRMDC architecture. 
Although the number of complex adders in our design is 
greater than that in the others, the cost of complex adders 
is much less than that of registers and complex multipliers, 
respectively.

VII. future work

 After the appropriate word length of the proposed FFT/
IFFT processor is chosen, the architecture of the processor 
was modelled in Verilog and functionally verified using 
Verilog-XL simulator. The output data from the Verilog 
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coded architecture agreed with the output data of the FFT/
IFFT in UWB platform, which is coded by MATLAB. This 
test chip of the 128-point FFT/IFFT processor is fabricated 
in 0.18- m one-poly six-metal (1P6M) CMOS process.  
Input data are stored serially in the test module from the chip 
input pins before the operation of the processor. The test 
module provides four complex data in parallel to the FFT/
IFFT processor core when the processor begins to work.  
The highest throughput rate of our proposed architecture is 
up to 1 Gsample/s with power dissipation of 175 mW at 250 
MHz. According to the specifications of UWB system, the 
throughput rate of the FFT/IFFT is 409.6 Msample/s. At the 
working frequency of 110 MHz, the power consumption of 
the FFT/IFFT processor is only 77.6 mW for 480 Mbs/s.
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