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Abstract - We adduce a new evolutionary computational 
archetypal alleged Artificial Reproduction Arrangement which 
is based on the circuitous action of meiotic reproduction 
occurring amid macho and changeable beef of the active 
organisms. Artificial Reproduction Arrangement is an attack 
appear a new computational intelligence access aggressive by 
the abstract reproduction mechanism, empiric reproduction 
functions, attempt and mechanisms. A changeable animal is 
programmed by genes and can be beheld as an automaton, 
mapping and abbreviation so as to actualize copies of those 
genes in its off springs. In Artificial Reproduction System, the 
bounden apparatus amid macho and changeable beef is studied, 
ambit are called and a arrangement is complete aswell a 
acknowledgment arrangement for cocky regularization is 
established. The archetypal again applies Mendel’s law of 
inheritance, allele-allele associations and can be acclimated to 
accomplish abstracts assay of imbalanced data, multivariate, 
multiclass and big data. In the beginning abstraction Artificial 
Reproduction Arrangement is compared with added 
accompaniment of the art classifiers like SVM, Radial Basis 
Function, neural networks, K-Nearest Neighbor for some 
criterion datasets and allegory after-effects indicates a 
acceptable performance. 
Keywords: Bio-inspired Computation, Meiotic 
Reproduction, Mendel’s law of Inheritance, Homeostasis, 
Classification Algorithms, Big Data 

I. INTRODUCTION

Natural Computing [1,21] is an interdisciplinary field that 
formalizes complex processes occurring in living organisms 
to design various computational models for solving NP-hard 
problems or designing artificial systems with more natural 
behavior. It is inspired by biological course of action and is 
based on tools which are abstracted from natural 
phenomenon like brain-modeling, self evaluation, self-
repetition, self-replication, immune system, Darwinian 
survival of fittest, granulation and perception. The 
computational model thus developed is based on various 
computing techniques like Artificial Neural Network, fuzzy 
logic, rough sets, evolutionary algorithms, fractal algorithms, 
DNA computing, granular computing or perception based 
computing. Biologically inspired computing is the sub 
domain of Natural inspired computing. According to De 
Castro and Von Zuben, the natural system and processes are 
further modeled and simulated on computer and these 
theoretical models [9] provide in-depth insight and better 
understanding of the biological phenomenon and can 

develop computational system as well as algorithms to solve 
the complex problems. These techniques are also considered 
heuristic or meta-heuristic [10, 20] to the problems that 
cannot be solved by other traditional techniques like linear, 
non-linear and dynamic programming. There are a large 
number of bio-inspired computation approaches in the 
literature. Artificial Neural Networks (ANN) [11], 
evolutionary algorithms which are inspired by evolutionary 
biology [12, 13], artificial immune system which is inspired 
by the defense mechanisms of the antibodies to antigens [14] 
and immunology. Additionally growth and development 
processes of living organisms [15] are also considered as the 
bio-inspired computation. 

The substantial achievements made in ANN and Artificial 
Immune system have shown an explicit importance in 
developing computational models of intelligent systems by 
utilizing the biological information processing mechanisms. 
These works have also motivated the research pertaining to 
other biological information processing systems. The 
Artificial reproduction model (ARS) which is developed 
forms the natural computing paradigm and is based on 
biological phenomenon of reproduction occurring in male 
and female reproductive cells. 

Reproduction is the act of fertilization, crossover and 
reproducing off springs. Formally Reproduction is the act of 
‘reproducing’ or creating multiple copies of stored programs 
or information to preserve the programs or information for 
future use. Reproduction may apply to the same organisms 
or between different organisms of the same species. Thus it 
can be asexual type or sexual type. Sexual type (like 
crossover, fertilization, zygote formation) occurring between 
two distinctly different species like male and female species. 

Predictive models of reproductive living cell are the most 
challenging task. Rosen [8] argued that life cannot be 
reduced to physical laws of universe as the reductionist 
models of life were not adequate for giving a formal 
description of the organization observed. Instead Rosen [8] 
suggested a high level description of life based on systems 
consisting of interacting components. This kind of 
approaches been adopted elsewhere in the artificial life 
community including work by Adams and Lipson [3]. In [5, 
6] based on Gibson’s theory of affordances the reproducer
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classification is described and applied to special types of 
computer program-virus program. 
 
Problems with reproduction are that Self-replication takes 
different forms in different living systems [2].Identifying 
Reproduction [2] is a direct result of observation and may 
vary with the observer’s biases. Many observed form of 
Reproduction include multiple parents, multiple off-springs, 
dissimilarities between parents and off-springs. Many formal 
definition of Reproduction do not take these factors into 
consideration including definitions given by Von Newman 
.In [4] the author describes entity based model applicable to 
artificial life and how entities can be combined together in 
Langton’s Loop to produce higher level entities. Langton’s 
loop provides a simple mechanism of self reproduction in 
cellular automata. One of the requirements of Von 
Newman’s self-reproducing automaton [4] is it should be 
capable of universal computation and construction but a 
reproducer like a biological cell shows neither. 
 
ARS overcomes these problems by using a formal approach 
to develop the computational model for reproduction. The 
system considers a number of parameters and tries to give a 
generalized model. The ARS Computational Model is 
derived from reproductive cell’s complex behavior. The self 
regularization (Homeostasis based on hormones) mechanism 
between reproductive cells based on a feedback system is 
also modeled. The model can be used as a classifier for 
identifying new patterns in multivariate and voluminous 
amount of Big Data. It can successfully model the 
imbalanced data, multi-class data multi-variate data and Big 
Data. Another benefit is its efficiency and ease of use. 
 
This research paper is organized as follows: the first section 
discusses the mathematical and the formal approach towards 
the construction of Artificial Reproduction System (ARS). 
The second section describes the actual system of Artificial 
Reproduction System Network and the classification rules 
with respect to four benchmark datasets. The third section 
describes the complete Artificial Reproduction System 
(ARS) which is a system of systems and also its applications 
to big data computing. We also present the experimental 
simulation and comparisons. Finally the fourth section gives 
the future scope and conclusion of the research work. 
 
A.Formal Approach 
 
The process of reproduction is binding together of the parent 
cells i.e male cell termed as M-cell with a female cell termed 
as F-cell in the reproductive environments (in –vivo or in-
vitro) to produce a zygote or Z-cell which is a pre form of off 
spring. The process can occur in single M-cell and F-cell or 
in sets of multiple cells called M-set or F-set respectively, 
depending upon the naturally occurring reproductive rules 
(survival of the fittest) of living species. It can produce 
singles, doubles, quadruples or other multiple numbers of off 
springs in the next generation. M sets of M-cells and F-sets 
of F-cells that refer to multiple numbers of similar types of 

Male cells and Female cells respectively, participates in the 
reproduction process.  
 
A Reproduction model [2] specifies a state space and events 
that occur to move from one state to another. 
 
A basic reproduction model is a tuple 
 
(S, A, →, Ent  , r , ",P) 
Where 

(S, A, →) is a labeled transition system 
Ent is a set of entities with r ∈ Ent the particular entity 
that reproduces in the model 

" ⊆ Ent  x S is a binary relation with e " s indicating 
that entity e is present in the state s; 

P is a path through the transition system representing 
the reproduction of r ,i.e, 

P consists of sequence s0 
a1→s1 
a2→… 
an → sn with si-1 
ai → si for 0<i≤n 
and with r " so and r "  sn 
The last item in this definition states that there is 
at least one path through r, e, and p 
(s0, A0, ->) is a label led transition system 
E is the set of entities 
R ϵ E that reproduces with e ϵ S so entity E is 
present in S 
P is a path through transition system 
representing reproduction of R 

 
In asexual reproduction there is just one entity that can be 
identified as reproducer but in sexual reproduction [2] the 
genetic material that is transferred to the off-spring comes 
from two parents. To simplify we can consider that the entity 
that reproduces in sexual reproduction i.e. a male and a 
female is rather a set {M, F} denoted by M+F. The 
reproducer will reproduce itself over time. Even if only a 
single male or a single female is produced during 
reproduction the requirement that reproducer is present in 
start and end state is fulfilled. 
 

{M, F} M, F, M, F, M, F 
{F, M} M, F, F, M, M, F 

 
 A complex reproductive unit R composed of an M cell and a 
F cell are present in the start state and they reproduce and 
generate a M or a F. In the end state a complete reproductive 
unit of M and F is still present. Reproductive units of three or 
more members can also be modeled in similar manner. 
 
The reproduction process can be thought of as consisting of 
six steps or actions or events. The numbers of states that 
result are seven. Events or Actions are 
 

1. AFFINITY (A):- coming closer of M-cell and F-cell 
based on affinity between receptors on surface of M-
cell and F-cell and also distances between them. 
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2. BINDING (B):- Binding of M-cell with F-cell 
depending on the strength of their affinities. 

3. CROSSOVER (C):- Crossover of genetic material 
contained in both parent cells. 

4.  SEGREGATION (S) :-Segregation or separation of 
alleles of off spring 

5.  ZYGOTE (Z) :- Formation of Zygote Z cell 
6.  OFFSPRING (O):- Conversion of Z-cell into off 

spring. 
 
The states and events or action  are as given under :  
    
 S1—A—S2—B—S3—C—S4—S—S5—Z—S6—O—S7 
 
1. Shape Space 

 
The theory of dynamical system contains a wide variety of 
tools for analyzing the non linear systems. We make use of 
shape space to describe quantitatively the bindings that occur 
between M-cell and F-cell of a reproductive unit R. The 
surface receptors present on both M-cell and F-cell are 
known to contain ducts for releasing binding chemicals to 
increase the affinity between two cells that determines the 
fertility rate. The binding strength also depends on distance 
between the two cells so the extent to which the two cells 
bind together depends on their shapes, the distance between 
them and the fertility rate. To model this matching we 
represent both M-cell and F-cell as a point in shape space of 
some dimension and affinity between them is measured by 
specifying a measure of distance between these two points. It 
is appropriate to consider discrete shapes space rather than 
continuous Floating point representation although it gives 
finer level of granularity but is course grained on larger 
scales. Hamming shape space metric or Euclidean shape 
space metric can be chosen to model binding strengths of M-
cell and F-cell but each comes with its own bias so an 
appropriate measure ought to be chosen. 

 
II.THE SYSTEM OF SYSTEMS 

 
 A.The  Artificial Reproduction System (ARS) 

 
The system is complex as it consists of two subnets of 
Female Reproductive cells Network (FRCN) and a Male 
Reproductive Cells Network (MRCN). Every FRCN as well 
as MRCN is associated with two feedback networks N1 and 
N2 for self-regularization based on hormones secretion. 
 
Algorithm 
 

1. Create a FRCN with n input F-cells. 
2. Initialize it to Fi=(F1…Fm) random F-cells and 

Mi=(M1…Mn) random M-cells 
3. Next, iterate through input attributes of training set 

and compute the output of the input layer Yi=Fi + 
Mi.This will be the input for the hidden layer of 
Zygote. 

4. Create n hidden Zygote cells and supply Iz=Yi. 

5. Compute the output of hidden layer Gi (Gi=Iz).This 
will create reproductive changes and produce input 
for output layer. This is DNA. 

6. Find output of the output layer. This is the allele 
present on the DNA. 

 
(Note:- Yi=Fi + Mi  the output of this input layer consists of 
adding or subtracting a small quantity to Fi  or to Mi ). 
 
It should be noted that during allele formation [16, 17] the 
transformations we take are-the first gene is always 
considered as gene in 5_cap and last gene is always 
considered as poly (A) tail. The order of generation of 
different components of alleles (group of genes) can vary. 
First 5_cap then poly (A) tail then 5_UTR afterwards 
3_UTR and if genes are still available then we create the 
triplet mRNA codon. These mRNA are very helpful in 
exposing the hidden patterns of datasets and thus decision 
rules can easily be formulated. 

 
Zygote contains genome (RNA and DNA) and also 
chromosomes occurring in double (diplod) which becomes 
half (haploid) in the off-springs. If we take 0 and 1 to stand 
for recessive and dominant alleles then there are two 
homozygous dominant (DD) and recessive (rr) respectively. 
One heterozygous (Dr or rD) allele is present with 1 or 0  
allele appearing in off springs if and only if one of the 
parents contained only 1 or only 0 allele and possibility of 
randomly owning 01 or 10 if both the parents contained 
both dominant and recessive alleles (00 or 11). 
 
In one example let the phenotype for wrinkled and Green 
characteristics (traits) of living organisms be AABB. Let 
AA stand for wrinkled. ‘A’  for dominant allele   ‘a’ for 
recessive allele. Let BB stands for Green. ’B’    for 
dominant allele ‘b’ for recessive allele. Then according to 
Mendel’s law of Inheritance [26,27,28,29,30] for allele-
allele association [26,27,28] the following heterozygous 
combinations of traits (alleles) occurs which can be 
categorized into 4 distinct different classes (here four are 
:Class X, Class Y, Class Z, Class W) .This  is presented in 
the form of Penneth’s lattice. 
 

TABLE 1 MENDEL LAW OF INHERITANCE PRESENTED IN THE 
FORM OF PENNETH LATTICE. 

 
 AB Ab aB ab 

AB AABB AABb AaBB AabB 

Ab AABb AAbb 
Y AaBb Aabb 

Y 

aB AaBB AaBb aaBB 
Z 

aaBb 
Z 

ab AaBb Aabb 
Y 

aaBb 
Z 

aabb 
W 

 
 
 Here {AAbb, Aabb, Aabb} with ‘A’ dominant and ‘b’     
recessive forms class Y. 

8AJCST Vol.6 No.1 January - June 2017

P.Senthil



{aaBB, aaBb, aaBb } with ‘a’ recessive and ‘B’ dominant 
forms class Z 
{aabb} with ‘a’ recessive and ‘b’ recessive forms class W. 
 
Rest of the all combinations with ‘A’ dominant and ‘B’ 
dominant forms class X. There is 9:3:3:1 chance for 
occurrence of each of X, Y, Z, W classes according to 
Mendel’s law of Inheritance. Here in this example, we have 
considered only two traits or alleles  i.e. Green and 
wrinkled. We can further increase the number of traits 
(alleles) under consideration to 3, 4 , 5,…and so on and 
accordingly the Penneth Lattice expands in the multiple of 
2n .Number of different distinct classes results according to 
Mendel’s Laws of inheritance. 
 
Now we will take four datasets namely Iris dataset, Wine 
recognition dataset, Breast cancer Dataset and New –
Thyroid dataset from UCI repository of machine learning 
databases and extract the decision rules according to the 
proposed method. Some of these are imbalanced datasets 
showing high imbalance ratio-IR.[23,24,25] like Iris0( with 
IR 2.0) Wisconsin (with IR 1.86) New thyroid (with IR 
5.14). These rules produce almost 100% correct 
classification 
 
B. Iris Flower Dataset 
 
This dataset consists of 50 samples from each of the three 
species of Iris flowers i.e., Iris setosa, Iris virginica, and Iris 
versicolor. Four features are measured from each sample; 
these are the sepal length, sepal width and petal length, petal 
width.  
 
 Let 
x = Gene in poly (A) tail, 
y = First gene of 5_ UTR, 
z = Second gene of 5_ UTR, 
w = Gene in 5_ Cap. 
 
The knowledge discovery from the proposed method on this 
dataset displays the following premises and this will 
produce almost 100% correct classification. 
 
1. {x → 0} → setosa. 
2. {{x → 1} ∧ {z → 2}} → setosa. 
3. {{x → 1} ∧ {z →￢(2 ∧ 6)}} → versicolor. 
4. {{x → 1} ∧ {z → 6}} → virginica. 
5. {{w → 6} ∧ {(y, z) → (2, 4) ∨ (3, 4)} ∧ {x → 2}} → 
versicolor. 
6. {{w → 5} ∧ {(y, z) → (3, 4)} ∧ {x → 2}} → versicolor. 
7. {{w → 6} ∧ {(y, z) → (3, 5)}∧ {x→2}} → (79% chance 
of virginica) ∧ (21% chance of versicolor). 
8. {{x → 6} ∧ {(y, z) → (2, 5)} ∧ {x → 2}} → (75% 
chance of virginica) ∧ (25% chance of versicolor). 
9. {{w → 7} ∧ {(y, z) → (3, 5)} ∧ {x → 2}} → (50% 
chance of virginica) ∧ (50% chance of versicolor). 
  
 

C.Wine Dataset 
 
There are three classes in this dataset and the number of 
instances in classes 1, 2 and 3 are 59, 71 and 48 
respectively. The numbers of attributes are 13.  
 
Let 
x = First gene of RNA codon, 
y = First gene of 5_ UTR, 
z = Gene in 5_ Cap, 
p = First Gene in 3_ UTR, 
q = Gene in poly (A) tail, 
σ = RNA codon. 
 
Given below are the decision rules for almost 
100% correct classification. 
 
1. {x → (2 ∨ 3 ∨ 4)} → class-1. 
2. {{σ → [2, 0, 1]} ∧ {y → (1 ∨ 4)}} → class-2. 
3. {{σ → [2, 0, 1]} ∧ {z → 3}} → class-2. 
4. {{σ → [2, 0, 1]} ∧ {z → (4 ∨ 5)}} → class-1. 
5. {{σ → [3, 0, 2]} ∧ {y → (1 ∨ 6)}} → class-2. 
6. {{σ → [3, 0, 2]} ∧ {p → 3}} → class-2. 
7. {{σ → [2, 0, 2]} ∧ {p → (2 ∨ 3)}} → class-2. 
8. {{σ → [2, 0, 3]} ∧ {p → 3}} → class-2. 
9. {{σ → [2, 0, 2]} ∧ {z → (3 ∨ 4)}} → class-2. 
10. {{σ → [3, 0, 3]} ∧ {p → 2}} → class-2. 
11. {{σ → [4, 0, 2]} ∧ {p → 4}} → class-2. 
12. {σ → [2, 1, 2]∨[2, 1, 1]∨[3, 0, 4]∨[5, 0, 2]} → class-2. 
13. {σ → [1, 0, 0] ∨ [1, 1, 0]} → class-2. 
14. {{σ → [1, 0, 2]} ∧ {l → (2 ∨ 3)}} → class-2. 
15. {{σ → [1, 0, 1]} ∧ {l → 3)}} → class-2. 
16. {{σ → [1, 1, 1]} ∧ {l → 6} ∧ {q→ 9}} → class-2. 
17. {{σ → [1, 1, 2]} ∧ {l → (3 ∨ 4)}} → class-2. 
18. {{σ → [1, 0, 1]} ∧ {l → 2} ∧ {q → 4}} → class-2. 
19. {∀ Conditions→￢(1 to 18)} → class 3. 
 
 D.Breast Cancer Dataset 
 
This dataset has 32 attributes. Second attribute indicates the 
type of cancer so we ignored it out, and the remaining 31 
are the real valued features. Total instances in this dataset 
are 569 of which 357 are of “Benign” and 212 are of 
“Malignant type.  
 
Let 
x = Last gene of second RNA codon 
y = Last gene of seventh RNA codon 
a = First gene of 3_ UTR 
b = Last gene of 3_ UTR 
p = 3rd RNA codon 
q = 6th RNA codon 
r = Gene in 5_ Cap 
s = First gene of 5_ UTR 
t = Second gene of 5_ UTR 
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Following premises produce 100% correct classification 
of   breast cancer dataset. 
 
1. {x → 1} → M. 
2. {{x → 0}∧{(y → 1)∨((a∨b) → 1)}} → M. 
3. {{x → 0} ∧ {(y → ￢1) ∨ ((a ∨ b) → ￢1)}}→ B. 
4. {p → [2, 6, 4] ∨ [2, 3, 7] ∨ [0, 2, 8]} → M. 
5.  {{p → [1, 2, 5]} ∧ {q → [1, 7, 7] ∨ [2, 6, 3] ∨ [7, 9, 5] ∨ 
[2, 3, 9] ∨ [1, 8, 1]}} → M. 
6. {{p → [1, 2, 4]} ∧ {q → [8, 1, 5] ∨ [9, 5, 8] ∨ [4, 7, 6]}} 
→ M otherwise B. 
7. {{p → [1, 3, 8]} ∧ {q → [2, 1, 5] ∨ [1, 5, 4] ∨ [6, 2, 8] ∨ 
[1, 3, 4]}} → M otherwise B. 
8. {{p → [0, 1, 2]} ∧ {q → [9, 1, 6]}} → M otherwise B. 
9. {{p → [1, 3, 9] ∨ [1, 2, 3] ∨ [1, 2, 8] ∨ [1, 1, 5] ∨ [1, 3, 5] 
∨ [1, 3, 4] ∨ [2, 3, 3] ∨ [1, 2, 2] ∨ [2, 2, 9]∨[1, 3, 7]∨ 
[1, 3, 3]∨[1, 1, 2]∨[1, 2, 7]∨[0, 2, 2]∨ [2, 3, 7] ∨ [1, 4, 7] ∨ 
[1, 1, 1] ∨ [2, 4, 4]∨[1, 2, 9]∨[1, 3, 1]∨[1, 2, 1]∨ 
[1, 3, 6]∨[2, 3, 6]∨ [2, 3, 9] ∨ [1, 3, 2]} ∧ {q → [5, 1, 9] ∨ 
[8, 1, 4]∨[1, 4, 6]∨[4, 2, 6]∨[7, 3, 3]∨[9, 5, 1]∨[9, 6, 5]∨ 
 [5, 4, 8] ∨ [4, 8, 6] ∨ [8, 6, 7] ∨ [2, 4, 2] ∨ [7, 3, 7]∨ 
[7, 3, 2]∨[1, 9, 1]∨[2, 8, 5]∨[3, 7, 3]∨[9, 4, 8]∨ [7, 2, 9] ∨ 
[7, 6, 7] ∨ [7, 8, 9] ∨ [8, 9, 5] ∨ [7, 4, 2]∨[6, 7, 5]∨ 
[8, 8, 1]∨[9, 3, 9]∨[1, 8, 8]∨[1, 7, 1]∨[5, 6, 2]∨[5, 8, 2]∨ 
[2, 7, 5]∨[6, 3, 9]∨[3, 8, 4]∨ [7, 3, 3] ∨ [7, 1, 2] ∨ [9, 3, 1] ∨ 
[8, 8, 7] ∨ [7, 4, 9] 
∨[2, 4, 7] ∨ [3, 8, 9] ∨ [2, 6, 3] ∨ [9, 7, 1] ∨ [8, 4, 6]∨ 
[1, 4, 7]∨[7, 5, 3]∨[8, 1, 2]∨[3, 4, 5]∨ [9, 1, 6]}} → M 
otherwise B. 
10. {{r → (7 ∨ 1)} ∧ {(s, t) → (9, 8) ∨ (2, 9) ∨ (4, 5) ∨ (4, 
2)}} → B. 
 
E.New-Thyroid Dataset 
 

This dataset consists of three classes (1.Normal, 2. Hyper  
and 3. Hypo) with 215 instances in addition to six attributes.  
 
The First attribute declares the belongingness of the class so 
we omit it out and thus the effective attributes are five. All 
attributes are continuous. Let 
 
x = Gene in 5_ Cap 
y = First gene of 5_ UTR 
z = Second gene of 5_ UTR 
a = Third gene of 5_ UTR 
b = Gene in poly (A) tail 
 
The following 10 premises given below are sufficient to 
produce 100% correct classification of this dataset. 
 
1. {{(a, b) → [2, 0]} ∧ {(x, y, z) → [5,2, 3]∨[7, 5, 4]∨[8, 8, 

4]}} → hyper otherwise normal. 
2. {{(a, b) → [1, 0]} ∧ {(x, y, z) → [4, 1, 1] ∨ [4, 1, 2] ∨ [1, 

1, 2] ∨ [1, 2, 2] ∨ [4, 1, 3] ∨ [4, 2, 2]}} → normal 
otherwise hyper. 

3. {(a, b) → [1,−1]} → hyper. 
4. {{(a, b) → [2, −1] ∨ [0, 0] ∨ [1, 1]} ∧ 
{(x, y, z) → [4, 5, 7] ∨ [7, 4, 3] ∨ [6, 8, 2] ∨ [9, 4, 3]}} → 

hyper otherwise normal. 

5. {{z → 1} ∧ {(a, b) → [7, 1] ∨ [5, 6] ∨ [3, 3] ∨ [9, 6] ∨ [5, 
2] ∨ [5, 5] ∨ [1, 5] ∨ [3, 2] ∨ [8, 8] ∨ [6, 2] ∨ [5, 1] ∨ [9, 
8] ∨ [7, 5] ∨ [4, 6] ∨ [1, 5] ∨ [2, 4] ∨ [1, 7]}} → hypo. 

6. {{a, b) → [2, 1] ∨ [2, 4] ∨ [2, 3]} ∧ 
{(x, y, z) → [9, 4, 1] ∨ [2, 1, 1] ∨ [1, 6, 1]}} → hypo 

otherwise normal. 
7. {{z → 2} ∧ {(a, b) → [9, 5]∨[2, 4]∨[8, 4]}} → hypo. 
8. {{(a, b) → [1, 3] ∨ [1, 4] ∨ [3, 4]} ∧ 
{(x, y, z) → [3, 7, 2] ∨ [3, 3, 2] ∨ [1, 4, 2]}} → hypo 

otherwise normal. 
9. {{z → 0} ∧ {a, b) → [3, 9] ∨ [6, 8]∨[5, 4]}} → hypo 

otherwise normal. 
10. {∀ Conditions→￢(1 to 9} → normal. 
 

III.THE COMPLETE SYSTEM 
 
 A.The Network of Subnets 
 
The system is complex as it consists of two subnets a 
Female Reproductive cells Network (FRCN) and a Male 
Reproductive cells Network (MRCN).Every FRCN as well 
as MRCN is associated with 2 feedback networks N1 and 
N2 for self regularization. The FRCN as well as MRCN is 
connected with hormone secretion which is regulated by N1 
and N2 feedback network. If hormone secretion increases 
then more number of male cells M-cells, indicated by 
opening the duct of N1, are increased. Similarly increased 
number of female cells F-cells , indicated by opening of 
duct of N2, are produced but if the hormone secretion 
decreases, less number of M-cells and F-cells will be 
produced as indicated by the closing of duct of N1 and 
N2.(Homeostatis).These 4 subnets forms the part of the 
complete ARS system.  
 
A Genome (DNA or RNA) is designed to have two 
intertwined chromosomes stored as an array. In one 
chromosome, the attributes of each sub network as no. of 
units, time constant and indices of other sub network to 
which this sub network projects is stored. The other 
chromosome contains learning rules which are used to 
adjust weights between individual units. The two 
chromosomes from parent are independently recombined. A 
hybrid chromosome with information from both the parents 
is created. A point is randomly chosen and information up 
to that point is copied from parental chromosome and rest of 
information comes from maternal chromosomes. A sub 
network and learning rule chromosome must be of same 
length for recombination to occur. A complex architecture 
can be represented by sub network connecting matrix. A 
positive number indicated sub network are fully connected 
and integer specifies which one of the many learning rules 
to be used for that connection. 
 
These alleles or chromosomes are useful in exploring 
hidden pattern in dataset and decision rules can be 
constructed for different datasets.  
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B.Big Data Computing 
 
Each reproducer (M-cell or F-cell) can be represented by a 
binary string, each bit corresponding to trait or a genetic 
marker representing loci which encoded various traits. Let’s 
say there are six traits ABCDEF. Loci were divided into two 
chromosomes each with these three traits. Loci are mapped 
to phenotype which determines the behavior of reproducers. 
 
                           M-cell    A B C D | E F 
                           F- Cell   G H I J | K L crossover 
                           Z-cell    A B C D | K L 
                                           G H I J | E F 
 
A network model of single ARS and a multi - ARS is 
discussed. A feedback system based on self regularization 
or homeostasis is also presented. 
 
The following assumptions are taken for the model. 
 

a. The reproducer DNA consists of 23 chromosomes. 
(K) 

b. The no of loci may vary. (I) 
c. The initial frequency of desirable allele (L) 
d. The mutation rate (M) 
e. The intensity of selection (s) 
f. There is (genome, allele) pair that is mapped in 

each reproducer similar to (key, value) pair where 
each of the unique genome either DNA or RNA is 
the key or signature of the individual and 
Dominant or recessive value is the allele. 

g. Reshuffling of genes is automatically done in 
crossover. 

 
The basic states of reproduction model remain same. Only 
change is how map-reduce programming paradigm is 
implemented. 
 
The Map Reduce consists of the two Phases. 
 1) Map                 and       2) Reduce.  
 
The Map is used to split the job into several independent 
units and each unit is assigned to different computing data 
node. In the reduce phase, the data is aggregated, 
summarized, filtered or combined with the given data. The 
result is stored in a Distributed File System. 
 
A reproductive unit R maps and reduce to a number of units 
called off-springs O in parallel. Offspring unit O can be 
single, doubles, quadruples or higher numbers depending 
upon number of nodes. A crossover point is selected. 
During crossover, the genome data is split into independent 
units. There are parallel map tasks, a shuffle or a sort phase 
and a parallel reduce task that runs after shuffling completes 
.A map function of input units takes place that output a set 
of intermediate records in the form (genome, allele) pair 
similar to (key ,value)pair. The map produces these output 
pairs, there is a split function partitions these pairs into R 
disjoint pairs by applying the function to genome alone or to 

the key only. There is also a reduce process which combines 
the pair assigned to it in some way and produces the final 
output. The process is highly parallelizable as a very large 
no R units can work in parallel. This map-reduces between 
reproductive units and offspring units can be easily 
implemented by writing map function and reduces function 
for various types of networks. 
 
1.Mapper 
 
In parallel, Read records (key, value)  pairs from input files. 
Apply filter or transformations to each instance 
Call split function to partition records intoRdisjoint buckets. 
Write each bucket to processing node's local disk 
 
2.Reducer 
 
Process or combine in parallel the records assigned to it 
based on same hash instance. 
 
For the classification of data, we take two phases. There is a 
training phase that stores data vector coordinates along with 
class labels. The class label is used as identifier for data 
vector which can be used for classification in testing phase. 
In testing phase, the aim is to find class label for new points. 
 
C.Simulation and Comparison 
 
Now we perform different experiments in this section to 
show that this proposed algorithm is feasible and valid. The 
goal of our experiments are to evaluate and compare the test 
accuracies and running times by hard-margin accuracies and 
running times by hard-margins SVM, RBFNN, NN, and K-
nearest neighbors(K-NN) with our proposed algorithm. 
 
We have selected four databases from UCI repository of 
machine learning databases to perform the experiments. 
Details of these databases are shown in Table 2. 
 

TABLE 2 CHARACTERISTICS OF DATASET 
 

Database 
Name 

Number of 
instances 

Number of 
Attributes 

Number of 
classes 

Iris 150 4 3 

Wine 178 13 3 

Breast Cancer 569 31 2 

New Thyroid 215 5 3 

 
 
We have taken the help of MATLAB for these four selected 
databases. Further, we have selected Gaussian hard-margin 
SVM for all datasets.SVM is a linear machine in which 
support vector Learning algorithm is used to implement the 
learning process using a given set of training data and it 
automatically determines the hidden units. RBFNN is a 
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layered feed forward network with one hidden layer of RBF 
units and a linear output layer. All attributes are used as 
inputs and no weights are applied between input layer and 
the hidden layer i.e., default weights are 1’s.The activation 
of a hidden unit is determined by the distance between the 
input vector and the center vector of the hidden units. The 
number of output neurons is taken equal to the number of 
class labels. The hidden neurons are taken equal to the twice 
of the input neurons. The NN we have taken is a three layer 
perceptron with gradient descent back propagation and 
number of hidden neurons is taken equal to two. The 
activation function for hidden layer is sigmoid. The learning 
rate and momentum is taken as 0.1 and 0.5, respectively. 
There is only one neuron in the output layer. We used the 
K-NN with Euclidean distance with K value 1.These results 
are evaluated by means of five-fold cross validation. In this 
five-fold cross validation, the datasets are divided into five 
disjoint subsets. Each time, we select one of the five subsets 
as the testing set and remaining four subsets are used as 
training sets. Then the average errors across all five trials 
are computed. From Tables 2 and 3, we see that these five 
classifiers require approximately the same training time. 
However, our proposed idea requires slight more training 
time than the hard margin SVM, RBF and NN but it is less 
than the training time of K-NN for Blood transfusion 
dataset. This proposed algorithm requires same training 
time as NN for Iris dataset but for New-Thyroid dataset, its 
training time is less than the K-NN. As a whole, the average 
testing accuracies of these classifiers over four datasets are 
94.87% (hard-margin SVM), 95.14% (RBF), 91.22% (NN), 
92.17% (K-NN) and 95.87% (ARS) respectively. ARS 

performs better than other classifiers for Iris and Wine 
datasets. Moreover, for wine dataset its performance is same 
as RBF neural network. 
 
 IV. CONCLUSION AND SCOPE OF FUTURE WORK 

 
In this paper we have discussed the challenges and the 
problems in developing a new evolutionary computational 
model Artificial Reproduction System (ARS) based on the 
Reproduction process occurring in living cells and have 
experimentally shown that this computational model -ARS 
can be applied for classifying data that is imbalanced  
,multivariate and multi-class and also voluminous i.e. Big 
Data. This computational model ARS paves a way for new 
developments in this field which is yet untouched and gives 
a new paradigm for computational model similar to artificial 
immune systems, artificial endocrine systems. It can also 
help to enhance the knowledge discovery and the model 
interpretation. The algorithm developed can be applied to 
various types of data like interval-valued data, multi-class, 
multi-variate, multi-modal, time-series and big data. It finds 
its application particularly in gene-expression data and 
medical data classification where volume of data is 
enormous and NP hard and data cannot be easily classified 
using standard classification algorithms. Additionally, we 
hope that our insights on many problems and challenges 
present in this relatively new research area will help guide 
the potential research directions for the future developments 
in this field. 
 
 

 
TABLE 3 COMPARISON BETWEEN SVM , RBF AND NN 

 
 
 

  

Guassian 
Kernal 
based 
hard 
SVM 

  
 
 

RBF 
 

 
 

NN 
 

Database 
Name T(s) Training 

(%) 
Testing 

(%) T(s) Training 
(%) 

Testing 
(%) T(S) Training 

(%) 
Testing 

(%) 
Iris 0.04 100 93.67 0.08 100 95.3 0.14 97.41 88.03 

Wine 0.08 98.15 93.15 1.8 100 98.87 1.86 95.72 87.12 

Breast Cancer 0.34 100 96.35 0.6 99.02 93.21 0.6 100 95.42 

New Thyroid 0.06 100 96.34 0.04 98.03 93.21 0.6 98.51 94.33 

Average 0.13 99.53 94.87 0.63 99.26 95.14 0.8 97.91 91.22 
 

TABLE 4 CLASSIFICATION DATA FOR K-NN AND ARTIFICIAL REPRODUCTION SYSTEM (ARS) 
DataBase 

Name T(s) Training 
(%) 

Testing 
(%) T(s) Training 

(%) 
Testing 

(%) 
Iris 0.04 94.32 91.52 0.14 100 97.36 

Wine 2.26 98.71 93.11 2.64 100 98.34 

Breast Cancer 0.58 96.04 90.32 0.64 97.62 94.90 

New Thyroid 1.26 97.17 93.73 1.08 100 93.01 

Average 1.03 96.56 92.17 0.95 99.40 95.87 
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TABLE 5 FIVE-FOLD CROSS VALIDATION OF ARTIFICIAL REPRODUCTION SYSTEM(ARS) FOR IRIS DATASET 
 

 1 2 3 4 5 Average 

Training Pattern 120 120 120 120 120 120 

Testing Pattern 30 30 30 30 30 30 

Misclassification(testing) 0 1 1 1 1 0.8 

Recognition rate(testing) 100 96.7 96.7 96.7 96.7 97.36 
 

 

TABLE 6 FIVE-FOLD CROSS VALIDATION OF ARTIFICIAL REPRODUCTION SYSTEM  (ARS) FOR WINE DATASET 
 

 1 2 3 4 5 Average 
Training Pattern 136 144 144 144 144 142.4 
Testing Pattern 42 34 34 34 34 35.6 

Misclassification(testing) 0 0 1 0 2 0.6 
Recognition rate(testing) 100 100 97.10 100 94.10 98.24 

       
 

TABLE 7 FIVE-FOLD CROSS VALIDATION OF ARTIFICIAL REPRODUCTION SYSTEM (ARS) FOR NEW THYROID DATASET 
 

 1 2 3 4 5 Average 

Training Pattern 172 172 172 172 172 172 

Testing Pattern 43 43 43 43 43 43 

Misclassification(testing) 3 2 4 3 3 3 

Recognition rate(testing) 93.02 95.34 90.69 93.02 93.02 94.90 
 

 

TABLE 8 COMPARISON OF 5 CLASSIFICATION ALGORITHMS SVM,RBF,NN, K-NN AND ARTIFICIAL REPRODUCTION SYSTEM(ARS) 
 

 1 2 3 4 5 Average 

Training Pattern 455 455 455 455 455 455 

Testing Pattern 114 114 114 114 114 114 

Misclassification(testing) 4 5 6 6 8 5.8 

Recognition rate(testing) 96.49 95.61 94.73 94.73 92.98 94.90 
 

 
TABLE 9 COMPARISON OF 5 CLASSIFICATION ALGORITHMS SVM,RBF,NN,K-NN AND ARTIFICIAL REPRODUCTION SYSTEM(ARS) 

 
Dataset 
Class 

fp(%) fp(%) fp(%) fp(%) fp(%) fp(%) fp(%) fp(%) fp(%
) 

fp(%) fp(%
) 

Iris  Setosa 4.31 96.32 3.44 95.131 3.67 91.14 6.61 92.61 2.34 97.61 
 Versicolo

r 
3.86 91.12 1.98 92.41 3.22 86.79 4.11 85.32 1.42 96.23 

 Virginica 2.01 90.47 2.98 94.67 5.13 92.72 4.79 87.61 2.12 96.23 
Wine Class 1 3.11 92.01 4.73 94.01 6.17 91.84 6.11 91.05 1.72 96.64 
 Class2 5.01 94.20 3.45 93.58 5.94 90.71 6.27 92.01 3.14 97.33 
 Class 3 5.01 94.20 3.45 93.58 5.94 90.71 6.27 92.01 3.14 97.33 
Breast 
Cancer Benign 6.52 95.46 8.94 97.14 7.97 94.57 5.13 95.05 1.41 97.32 

 Malignant 4.87 91.98 6.76 96.78 5.86 89.32 4.97 92.13 2.14 96.79 
New 
Thyroid 

Class1 5.03 94.21 3.88 88.49 3.89 84.78 4.97 92.13 2.14 96.79 

 Class2 5.51 94.53 4.17 90.94 6.45 88.93 4.83 88.98 2.32 97.42 
 Class3 4.37 93.23 4.57 91.68 7.21 92.13 5.12 93.03 1.89 96.66 
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TABLE 10 AREAS UNDER THE CURVE CLASSIFIERS 
  

Dataset Gaussian SVM RBF NN K-NN ARS 

Iris 0.9694 0.9650 0.9456 0.9392 0.9806 

Wine 0.9543 0.9580 0.9298 0.9328 0.9776 
W Breast 
Cancer 0.9514 0.9514 0.9409 0.9497 0.9811 

New 
Thyroid 0.9501 0.9580 0.9370 0.9499 0.9775 

Average 0.9563 0.9531 0.9383 0.9404 0.9792 
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