
Asian Journal of Computer Science and Technology 

ISSN: 2249-0701 (P) Vol.7 No.S1, 2018, pp.112-114

© The Research Publication, www.trp.org.in 

DOI: https://doi.org/10.51983/ajcst-2018.7.S1.1792

Retina Net Based Environment Classification

R. Balamurugan
1
, R. Arunkumar

2
 and S. Mohan

3 

1
Research Scholar, 

2&3
Assistant Professor 

1,2&3
Department of Computer Science and Engineering, Annamalai University, Tamil Nadu, India 

E-Mail: r.balamuruganitau@gmail.com, arunkumar_an@yahoo.com, mohancseau@gmail.com

Abstract - Environmental classification is very useful for 

visually impaired persons and Robotic applications. The main 

objective of this work is to detect and recognize the objects 

present in a scene and identify the environment based on the 

occurrence probability of the objects in the scene. Objects 

from the real-time images are detected and recognized by 

means of RetinaNet. Occurrence probabilities of the 

recognized objects are used to identify the environment. 
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I. INTRODUCTION

Environment classification will be more useful for visually 

impaired person and Robotic applications. Number of 

different approaches has been proposed to detect and 

recognize the object. Object detection and recognition plays 

a vital role in robotic applications. The objects appearing in 

an image may have a large range of variation due to: 

viewpoint changes, shape changes (e.g., non-rigid objects), 

photometric effects and scene clutter. Deep learning 

classifier RetinaNet has been used to detect and recognize 

objects in the scene. 

A. Real -time Scenes: Real-time scenes consist of a variety

of natural and manmade objects. In which every object may

present in a specific environment or in very few

environment only, which lead us to identify the environment

based on the recognized objects in the image or scene.

Fig. 1 Computer Lab image 

The above Fig.1, Fig.2 & Fig.3 shows the computer lab, hall 

and bed room, real time images with different objects. Each 

image contains a different set of objects and also few 

common object different images. 

Fig. 2 Hall image 

Fig. 3 Bed room image 

B. Outline of Work: Environmental classification consists of

different modules they were described in the upcoming

sections. Pre-processing is described in section 2. Detection

and Recognition of objects is described in section 3.

Environmental classification is described in section 4.

Experimental results are described in section 5. Conclusion

is provided in section 6. Position estimation of the objects

present in the recognized scene will be described as a future

enhancement process.

II. PRE-PROCESSING

A. Log Polar: Image Log-polar pictures [1, 4] are specified

devote a high sight within the centre of the sphere of read,

so lost objects will be perceived with tremendous quality, as

a result of the resolution decreases exponentially with

eccentricity, the dimensions of the log-polar image is tiny.

B. Resize: Input images are resized [3] to a standard form

320 by 240 dimension, to reduce the Storage and the

computational complexity.
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Fig. 3 Overall block diagram of the work 

 

III. OBJECT DETECTION AND RECOGNITION OF 

OBJECTS 

 

Object detection [4, 6, 7, 15] is the process of finding 

instance of real word object in a digital image or video. 

Object recognition, [3, 5, 13] identifies a specific object in 

an image or video. Object detection and recognition plays a 

major role in modern world applications, including 

surveillance monitoring, robotic applications, automatic 

identification in real world games, medical imaging etc. 

Large numbers of object detection and recognition 

approaches have been proposed, Feature-based object, 

Template-based object, Classifier Based Object and, 

Motion- based Object Detection. In our proposed work 

RetinaNet- deep learning model have been used for object 

recognition.      
 

RetinaNet [1] is a deep learning model developed by 

Facebook which works very well on various object 

detections. It is a single, unified network; it is composed of 

a backbone network and two task specific subnetworks, 

Classification subnet and Box Regression Subnet. Backbone 

network is responsible for computing a convolutional 

feature map over an entire input image and is an off-the-self 

convolutional network. The Classification subnet performs 

convolutional object classification on the backbone’s 

output; the Box Regression Subnet performs convolutional 

bounding box regression. 

 

A. Backbone network: Retina Net [1, 6, 18] network 

architecture uses a Feature Pyramid Network (FPN) as a 

backbone network. FPN enlarges the convolutional network 

with a top-down pathway and lateral connections to enlarge 

the network efficiently.  Every levels of the pyramid have 

been used for object detection at a different scale. FPN is 

constructed on top of the ResNet architecture, with levels P3 

through P7, here pyramid level is indicated by L (PL has 

resolution 2
L 

lower than the input), C = 256 channels 

corresponding to every pyramid levels. 

 

We employed translation-invariant anchor boxes that have 

areas of 32
2 

to 512
2 

on pyramid levels P3 to P7, respectively. 

Three aspect ratios {1:2, 1:1, 2:1} were used for anchors at 

each pyramid level. For denser scale coverage, at each level 

we added anchors of sizes {2
 0

, 2 
1/3

, 2 
2/3

} of the original set 

of 3 aspect ratio. These improve AP in our setting. Totally  

there are   A= 9 anchors per level and across levels they 

cover the scale range 32 - 813 pixels with respect to the 

network’s input image.  

 

B. Classification subnet: The probability of object present in 

every spatial position for all objects and anchors are 

predicted by the classification subnet. input feature map 

with C channels  are taken from a pyramid level, this subnet 

apply four 3x3 convolution layers, each with C filters and 

followed by ReLU activations. Finally sigmoid activations 

are attached to the outputs. 

 

C. Box Regression Subnet: Box regression subnet [1, 8] 

estimates the location of the objects with respect to anchor 

box. Both subnet shares the general structure with different 

parameters. 

 

IV. ENVIRONMENTAL CLASSIFICATION 
 

Real-time scenes consist of a number of different natural 

and manmade objects. In which every object may present in 

a specific environment or in very few environment only. In 

a real word environment, bed is only available on the bed 

room, cylinder, mixi, and grinders are specifically available 

on the kitchen, similarly tv is mostly available on Hall and 

bed room, likewise every environment has some specific 

objects which are only available on that environment this 

provides discriminate characteristics among different scenes 

and also has some common objects among different 

environment. In our proposed work, obprob model have 

been developed which gave high weight value to the 

specific object to an environment and low weight value to 

the common objects.  

 

Recognized objects and its co-occurrence pattern and 

occurrence probabilities (obprob) are used to identify the 

environment. We proposed the obprob model, in which co-

occurrence patterns of objects in a particular environment 

and its occurrence probabilities are used to assign weight 

value for each object in all environments. After objects are 

recognized from an image, weight value for each object, 

from the obprob model is multiplied with the current 

number of occurrence and summed. The environment which 

have above 80% resulted sum value will be chosen as a 

background environment.  

             

V. EXPERIMENTAL RESULTS 
 

Performance efficiency of the Environmental Classification 

based on RetinaNet was measured for variety of scenes. 
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Four categories of indoor objects Environments are 

considered such as Bed Room, Hall, kitchen, and lab. The 

performance of Environmental classification merely 

depends on the object detection performance. It can be able 

to produce 100% environmental classification accuracy. 

 

 
Fig. 4 Environment classification 

 

 
Fig. 5 Detect objects in the hall and categorize 

 

 
Fig. 6 Detect objects in the computer lab and categorize 

 

 
Fig. 7 Detect objects in the Bed Room and categorize 

 

VI. CONCLUSION 
 

The environments of real-time image are identified. The 

objects in an image are detected and recognized by 

RetinaNet deep learning model. RetinaNet performs 

accurate object recognition. obprob model have been 

developed and applied to the recognized object to identify 

the environment.  In future work, the obprob model will be 

developed for all real time environments to identify all real 

time environments and location of each object in an image 

will be estimated, which will be very useful for robotic 

applications and visually impaired persons.   
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