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Abstract - Feature selection has been developed by several 

mining techniques for classification. Some existing approaches 

couldn’t remove the irrelevant data from dataset for class. 

Thus it needs the selection of appropriate features that 

emphasize its role in classification. For this it consider the 

statistical method like correlation coefficient to identify the 

features from feature set whose data are very important for 

existing classes. The several methods such as Gaussian process, 

linear regression and Euclidean distance have taken into 

consideration for clarity of classification. The experimental 

results reveal that the proposed method identifies the exact 

relevant features for several classes. 
Keywords: Feature Selection, Data Mining, Classification, 

Correlation Coefficient 

I. INTRODUCTION

The feature selection has been issued in data mining based 

on different methodologies to reduce and control the 

dimensions. The correlated features are emphasized for 

classification by several selecting approaches in data 

mining. Sometimes the feature selection or identification of 

features is not perpetrated for classification. Apart from 

several performances on feature selection and its analysis, 

the classification can be also improved by using several 

statistical methods. The several classification approaches 

are explained by different authors and researchers like the 

classification has taken on gene expression analysis that 

involves large number of features and micro array based 

classification [1]. The feature selection for biological data 

classification has been considered by [2, 3, 4, 5, 6, 7] for 

generating diagnostic classification systems. The 

optimization model [8] has also taken for classification in 

other direction. Recently another way of feature selection 

has been developed by maximizing independent 

classification information [9]. 

Further the new feature can be included for analyzing the 

classification problem, but the concept of tiny feature data 

from each feature is considered for generating new class. 

Initially, Bhuyan and Kamila have initiated to design the 

concept of sub-feature data and applied in [10, 11] using 

different database. Although they have used the sub-feature 

selection data as their own model, still it needs to develop 

different sub-feature selection model for classification. In 

this paper the correlation framework has taken to analyze 

the redundancy of features data based on mathematical 

model. The frameworks have been performed the well 

experimental evaluation based on proposed work. The 

experimental results have been generated as per the 

proposed model. The related works have described in next 

section. 

II. RELATED WORK

Since this paper involves with feature selection as well as 

identification of features, the background of this research 

work is considered based on two parts. In first part, the 

related feature selection approaches are described whereas 

sub-feature selection based on respective selection 

approaches are elaborated in second part. The second part is 

very less due to lack of inadequate information regarding 

the corresponding related research work. 

A. Several Approaches of Feature Selection

The several feature selection approaches have been 

developed by different researchers as in [12, 13, 14, 15, 16, 

17, 21]. The unsupervised approaches have been developed 

by most of the researchers for feature selection method. 

Mitra et al., [15] is proposed the partition of feature set into 

number of clusters using unsupervised feature selection 

scheme for reducing feature set. They observed the 

maximum information compression index approach is 

determined over various data sizes of real life data set. He et 

al., [18] describes that each feature evaluation is determined 

by the power of locality preserving or Laplacian score while 

the graph Laplacian for feature selection has described in 

[19] for multi-cluster data. Sigmoid function has considered

for clarification of correlation among features. Recently

Bhuyan and Reddy [22] have developed feature selection

based on correlation coefficient.

B. Approaches of Sub-Feature Selection

Since few papers on sub-feature selection are available in 

different sites, it only considers the concept of sub-features 

that explained in [10, 11] and helped to design the model of 

sub-feature selection for the proposed work. Next, it 

considers the framework for correlation among features for 

classification. 

III. PROBLEM STATEMENT

The researchers have been focused on feature selection to 

remove and control the irrelevant features in a database for 

better classification performance. Among them, Banerjee 
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et al., [21] have shown that how the irrelevant features are 

discarded and controlled the redundancy from any data set. 

But when this model is considered for classification the 

corresponding method may not be regulated for predicted 

class when less number of features are available in data sets 

because above method selects very few features or no 

feature in some cases. But for large number of features in 

data sets, this method may consider in certain cases. 

 

Several approaches can be used to measure the appropriate 

feature selection based on class labels. If class labels are not 

known, Sammon’s error can be used for formulating of the 

feature extraction. Let X   be the data set i.e., X has 

n data samples and p dimensions (or features) X can be 

represented by X = {x1, x2, …. xn} where xi = (xi1, xi2, …. 

xin)
T
, i=1…..n. The Euclidean distance between xi, xj 

represent as 

    (xi, xj)=                         (1) 

 

Then the sammon’s error can be formulated based on above 

Euclidian distance as follows 

  SE =                              (2) 

 

Where   is the reduced dimensional distance 

To avoid dependent features, it can consider the correlation 

coefficient between i
th

 & j
th

 feature and control the 

redundancy. The non-linear correlation is considered for 

avoiding constant ratio to the amount of change in the other 

features values. 

 

IV. CORRELATION FRAMEWORK ON FEATURE 

SET 

 

To avoid irrelevant dependent features and control 

redundancy, it generates a method to assess the redundancy 

among the selected features based on correlation coefficient 

between i
th

 & j
th

 features. Thus the equation can be written 

as 
 

CR =     with p ≠ r         (3) 

 

Where CR – controlling redundancy, wi & wj weight factor 

of i
th

  & j
th

  feature,  - correlation coefficient between i
th

  

& j
th

 features, p – total no. of features, r – selected features. 

Although the activation function has been defined as the 

definition 1, but based on that activation function, the 

sigmoid function can be defined accordingly [20]. 

 

Definition 1: A measurable function S: R → R is called 

“activation function” whenever 
 

  and          with a≠ b.              (4) 

 

These functions must have a graph with the same behavior 

of the unit step function and these leads to the introduction 

of a new class of functions called the sigmoidal function 

which is defined as follows. 

Definition 2: A measurable function σ: R→R is called “a 

sigmoidal function” whenever 

            and                               (5) 

These functions are smooth and bounded sigmoidal 

function. Further Benjamin Gompertz introduced smooth 

sigmoidal function that can be generated as follows 

 = ,    x Є R                                       (6) 

Where   represent an effective translation and 

scaling term respectively. 

It considers the smooth and bounded function, specially, 

Gompertz function for proposed model. Thus the equation 3 

can be rewritten as 

CR = CR =  ,                  

with p ≠ r                                                                   (7) 

Where wi =    and wj =   

For above equations are considered to control redundancy 

based on reduced features whereas it is more comfortable to 

select sub-feature for unique class.  

 

V. EXPERIMENTS 

 

This section explains the experimental evaluation based on 

different dataset. It considers only two data sets i.e., abalone 

and arrhythmia. The performance of proposed method is 

explained based on the above data sets. The data set collect 

from UCI machine learning repository.  
 

TABLE I COVARIANCE MATRIX WITH HIGHEST AND LOWEST VALUE 
 

Covariance term Abalone Arrhythmia 

Average Target Value 0.2048611111111111 0.3778467908902686 

Inverted Covariance Matrix   

Lowest Value = - - 0.15726553207753707 -0.24917347888095953 

Highest Value = 0.9340805197478603 0.8457119920304339 

Inverted Covariance Matrix * Target-value Vector:   

Lowest Value = -0.2598660289664312 -0.48841990864418083 

Highest Value = 0.7499559617447284 0.5709794023348639 

 

For experiment, it considers 10 fold cross validation for 

Gaussian processes, Linear regression and Euclidean 

distance. The covariance matrix has evaluated with highest 

and lowest value in Gaussian processes where the average 
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target value and its multiplication with covariance matrix as 

shown in table I. When the average target value increase 

among above two data set, it observed that lowest value 

increased where highest value decreased.  

 

The cross validation is generated of the above data set that 

has mentioned in table II, III, and IV based on Gaussian 

processes, Linear regression and  Euclidean distance. When 

it considers cross validation for linear regression model, its 

statistical value is changed as compare to Gaussian 

processes that is mentioned in table III. 
 

TABLE II GAUSSIAN PROCESSES BASED CROSS VALIDATION RESULT 
 

Cross Validation Term Abalone Arrhythmia 

Correlation coefficient -0.2763 0.2135 

Mean absolute error 1.6605 3.9584 

Root mean squared error 2.1571 5.2765 

Relative absolute error 106.9615 % 99.3409 % 

Root relative squared error 103.767  % 114.6309 % 

 
TABLE III LINEAR REGRESSION BASED CROSS VALIDATION RESULT 

 

Cross Validation Term Abalone Arrhythmia 

Correlation coefficient -0.2529 0.0285 

Mean absolute error 1.8896 6.3383 

Root mean squared error 2.3968 10.1954 

Relative absolute error 121.7166 % 159.0684 % 

Root relative squared error 115.298  % 221.494  % 

 

When it considers nearest neighbor(s) for classification, its 

values have been changed as shown in table IV. From table 

II, III and IV, it observed that the correlation coefficient is 

decreased, but the values of other terms are increased in 

dataset abalone. In dataset Arrhythmia, the values of 

different terms are not appropriate as per the order of 

terminology such as Gaussian processes, linear regression 

and Euclidean distance. Thus in equation 7, when the 

number of selected feature is increased, the correlation 

coefficient values are increased. The variable p and r are 

choosing very cautiously to find selected features. If the 

more number of features will be selected, there is no effect 

of classification. It is very difficult to find feature to identify 

distinguished class among classes in particular dataset.                 

 
TABLE IV EUCLIDEAN DISTANCE BASED CROSS VALIDATION RESULT 

 

Cross Validation Term Abalone Arrhythmia 

Correlation coefficient -0.1209 0.1553 

Mean absolute error 2.1389 3.7633 

Root mean squared error 2.9011 5.6641 

Relative absolute error 137.7749 % 94.4443 % 

Root relative squared error 139.5588 % 123.0523 % 

 

From above techniques, Euclidean distance is better than 

other techniques for dataset abalone, but in case of 

Arrhythmia dataset, Gaussian processes is better than other 

techniques. Thus the considered techniques are more 

appropriate based on the number of selected features. 

  

 
 

Fig. 1 Distinguished Cross validation among Gaussian process, linear 

regression and Euclidean distance on Abalone dataset 
 

 
 

Fig. 2 Distinguished Cross validation among Gaussian process, linear 
regression and Euclidean distance on Arrhythmia dataset 

 

The feature data are evaluated through correlation 

coefficient and it is shown that the items of cross validation 

matrix are very close to each other in figure 1 and 2. For 

feature selection or identification of features, it can be 

considered Gaussian process and Euclidean distance 

methods for classification. 

 

VI. CONCLUSION 

 

In this paper, it has been proposed the model for feature 

selection based on correlation coefficient model. It is 

evaluated by Gaussian process, linear regression and 

Euclidean distance for Cross validation for feature 

identification. From above method, two method such as 

Gaussian process and Euclidean distance methods are very 

effective for classification. Although these methods have 
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considered for classification, but the tiny data of each 

feature is very important to generate distinguished class 

among different classes in a dataset which is the future 

work. 
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