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Abstract - A novel approach with focused crawling for various 
anchor texts is discussed in this paper. Most of the search 
engines search the web with the anchor text to retrieve the 
relevant pages and answer the queries given by the users. The 
crawler usually searches the web pages and filters the 
unnecessary pages which can be done through focused 
crawling. A focused crawler generates its boundary to crawl 
the relevant pages based on the link and ignores the irrelevant 
pages on the web. In this paper, an effective focused crawling 
method is implemented to improve the quality of the search. 
Here, three learning phases are considered namely, content-
based, link-based and sibling-based learning are undergone to 
improve the navigation of the search. In this approach, the 
crawler crawls through the relevant pages efficiently and more 
relevant pages are retrieved in an effective way. It is proved 
experimentally that more number of relevant pages are 
retrieved for different anchor texts with three learning phases 
using focused crawling. 
Keywords: Focused Crawler; Hyperlink; Anchor Text; Sibling; 
World Wide Web 

I. INTRODUCTION

The World Wide Web grows exponentially with huge 
information and that leads to a great demand for developing 
an efficient and effective method in retrieving the 
information available on the web. Pant et al [32] presents a 
general framework to evaluate topical crawlers. Topical 
crawlers, also known as topic driven or focused crawlers, 
are an important class of crawler programs that complement 
search engines. The focused crawling leads to significant 
savings in hardware and network resources, and helps in 
keeping the crawl more up-to-date [12]. The main job of the 
focused crawler is to retrieve the relevant pages that satisfy 
the anchor text. Focused crawler decides which URL to be 
selected based on the previously downloaded pages. 

This paper illustrates the three learning phases applied with 
the focused crawling method. The three learning phases 
includes the content-based, link-based and the sibling-based 
learning. Applying these three phases, the crawler 
penetrates through the relevant pages. All the relevant pages 
and the relevant links are grouped as a set S1 and similarly 
all the irrelevant pages and irrelevant links are grouped as 
the set S2. If a parent URL consists of more number of 
outgoing links, then the sibling-based learning is used for 
determining the relevancy. This process is continued until 
the URL queue of downloaded pages gets empty or until the 
threshold value is reached. 

The paper is organized as follows. In the next section, the 
works related to this paper are discussed. Section 3 
discusses the novel method of web crawling. Section 4 
describes the implementation of the approach. Section 5 
specifies the various experimental results and the 
performance evaluation. Finally, the conclusion of the 
proposed method is given in Section 6. 

II. RELATED WORKS

Focused Crawling was first developed by S. Chakrabarti in 
1999 [12]. Focused crawlers [12, 18] searches and retrieves 
only the subset of the web pertaining to a specific topic of 
relevancy. P. De. Bra [6] designed one of the first search 
algorithms called the Fish Search based on the content of 
individual nodes or documents and was improved in 2005 
[23]. The Shark-search algorithm [16] was proposed in 1998 
and was improved [10] in 2007.   A focused crawler is 
implemented associating a score with each link [8, 17] in 
the pages that it has downloaded. The algorithm that builds 
a model for the context [19] within which topically relevant 
pages occur on the web. A web search algorithm based on 
hyperlinks and content [9] relevance strategy performs well 
in topic-specific crawling. The focused crawler [15] of a 
special-purpose search engine aims to selectively seek out 
pages that are relevant to a pre-defined set of anchor texts, 
rather than to exploit all regions of the web. A method using 
a decision tree on anchor texts of hyperlinks [22] is used to 
utilize the anchor texts for determining the priorities. 

The processing of crawler begins from a seed page and then 
it uses the external links within the seed page to deal with 
other pages [31]. A crawler must choose carefully at each 
step which pages to visit next. The novel concept of 
intelligent crawling [21] learns the characteristics of the 
linkage structure while crawling. To find the related pages 
in the web graph is to examine the siblings [29] of a starting 
node in the web graph. The likelihood of linked pages 
having similar textual content [30] finds to be high, the 
similarity of sibling pages increases when the links from the 
parent page are close together. To efficiently compute the 
PageRank for large numbers of pages, the method [14] 
considers the link structure of the web to produce a global 
importance ranking of every web page based on the graph 
of the web. A latent semantic indexing classifier [1] 
combines link analysis with text content in order to retrieve 
and index domain specific web documents. 
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Web crawlers are used to create a copy of all the visited 
pages [11] for later processing by a search engine, which 
will index the downloaded pages to provide fast searches. 
Link score is calculated based on average relevancy score of 
parent pages and division score [2]. An algorithm is used to 
find a minimal composition [5] that satisfies the user 
request. The web contains information on many related and 
unrelated topics. Such growth and fluctuation generates 
essential limits of scale for today’s generic search engines 
[7]. Ranking based methods are applied in [3, 4].  A review 
of the techniques of focused crawling is discussed by Blaz 
Novak [25]. 

 
A comprehensive analysis and critical comparison of 
various link-based similarity measures and algorithms are 
presented [27]. The method [26] discovers an efficient and 
better system for mining the web topology to identify 
authoritative web pages. The algorithm [28] efficiently 
utilizes the link and textual analysis, in which the four 
measures namely link-based measure, logarithmic distance 
measure, text content similarity and probabilistic measure 
are used to find the relevancy of the web pages. 

  
The removing of stop words [34] is necessary because it 
reduces indexing file size and provides spin-off advantage 
for index compression. Bacchin et al [35] propose and 
evaluate a statistical graph-based algorithm for stemming. 
Various approaches of focused web crawlers [37 and 40] are 
undergone. A design of distributed semantic web crawler is 
presented [41] to make crawling decisions.  

 
III. PROPOSED METHODOLOGY 

 

The seed page is the most important page for extracting the 
relevant information. This seed URL is extracted from the 
web by inputting the anchor text to the most popular search 
engines Google, Yahoo and MSN. Then, the resulting URLs 
that are common in any two or three of these search engines 

are considered to be relevant to the query, are taken as seed 
URL and placed in the URL queue. This URL is given as 
the input URL of the proposed algorithm. The most relevant 
URL is considered only with the text document discarding 
the video and image files. The most relevant URL is 
considered as seed URL since this leads to more number of 
most relevant pages. Three learning phases namely, content-
based, link-based and sibling-based are undergone to predict 
the relevancy of the target pages. The seed URL is given as 
input to the crawler which crawls using focused crawling. 
Then, the outgoing links are obtained from the seed URL 
utilizing hypertext analysis. The working procedure of the 
proposed algorithm comprises the following steps: (1) Input 
the seed URL for the anchor text (2) Extract the outgoing 
links of the seed URL (3) Compute the relevancy score for 
each URL (4) Compare the relevancy score with the 
predefined threshold value (5) Select the outgoing link if the 
relevancy score is higher than the threshold value and (6) 
Place the link in the URL queue. These steps are reiterated 
until the URL queue gets empty. 
 
The relevancy of the page is checked with the three learning 
phases and the focused crawler determines the relevant and 
irrelevant pages and groups the pages into two sets ‘S1’ and 
‘S2’ respectively.  

 
A. Procedural Steps of the Algorithm 

 
The procedural steps of the proposed algorithm are given in 
Table I.  

 
The co-efficients w1, w2 and w3 are initialized with the 
constants for a balanced result and the threshold value Tr is 
assigned with a predefined value at which more numbers of 
relevant pages can be retrieved.  From the seed URL, the 
outgoing links are extracted. For each outgoing link, the 
algorithm is applied and the relevancy score is computed. 

 
TABLE I PROCEDURAL STEPS OF THE ALGORITHM 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

     Input: Input the seed URL u and the anchor text k. Initialize N, the co-efficients w1, w2 and w3 and the threshold 
value Tr. 
 

Output: Set of outgoing links, O (URL). 
1. Input the anchor text k and the number of pages to be crawled, N. 
2. Input the seed URL u extracted for the anchor text. 
3. Place the seed URL into the URL queue. 
4. Perform steps 5 to 9 until URL queue is empty. 
5. For each and every web page ‘i’ in the URL queue 
6. Compute the learning phases: 

                        6.1 Compute the content-based learning as  
                                        Lc (C) = {v /  Ki  ∈ Wi ,  v ∈V } 
                        6.2 Compute the link-based learning as 
                                        Ll (C) = {(a,b) / ti   ∈  Ki , a ∈ S1 & b ∈ S1} 
                        6.3 Compute the sibling-based learning as  

                                            Ls (C) = {v /  v  ∈   sibling of a crawled page } 
              7.  Compute the Relevancy score Rs  as 
                                        Rs = w1 * Lc (C) + w2 * Ll (C) + w3 *Ls (C)  

8. Select the outgoing link ‘i‘, if the relevancy score Rs is greater than Tr. 
9. Place the outgoing links in the URL queue. 
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B. Assumptions 
 
A web graph is denoted as G = (V, E) for a particular 
domain, where V is the set of web pages and E is the set of 
hyperlinks between the web pages. Initially, crawl all the 
pages in G with the web pages V through the edges E and 
find the relevant pages and the irrelevant pages in the graph 
using the learning phases. All the relevant pages are 
determined and the path is generated from the root node to 
the leaf node. The union of all these relevant pages and the 
relevant edges in the generated path is stored in ‘S1’ and the 
irrelevant pages, the irrelevant edges are stored in ‘S2’.  

 
A function F is represented as F(v) = true, if v is classified 
as a relevant page and F(v) = false, if v is classified as an 
irrelevant page. For each page ‘p’ in the graph, such that p Є 
{v / F(v) = true, v ∈ V}, which are the relevant pages, are 
fetched and all those pages are stored as a set ‘P1’. Here, the 
irrelevant pages are also determined using p Є {v / F(v) = 
false, v ∈ V}. These irrelevant pages are stored in the set 
‘P2’. 
 
Similarly, the edges between the relevant pages are also 
considered. Let ‘l’ be the hyperlink between the pages 
denoted by l = {(a, b) ∈ E } , where a and b denotes the 
source and target pages of the link ‘l’ respectively. The 
hyperlink ‘l’ consists of the relevant and the irrelevant links. 
For relevancy we denote the expression as, l Є {(a, b) ∈ E, a 
∈ P1 & b ∈ P1}. These relevant hyperlinks are stored in ‘L1’. 
A hyperlink is considered as an irrelevant link with the 

expression l Є {(a, b) ∈ E, a ∈ P1 & b ∈ P2}. The irrelevant 
hyperlinks are grouped in ‘L2’. 
 
In general, ’S1’ is a set of ‘P1’ and ‘L1’ i.e., it contains all 
the relevant pages and the relevant links.  

S1 = {P1, L1} 
 
‘S2’ is a set of elements of ‘P2’ and ‘L2’ i.e., it contains all 
the irrelevant pages and the irrelevant links. 

S2 = {P2, L2} 
 
C. Decision Graph                                                                                                        

                                       
A focused crawler collects the web pages using the learning 
phases and prioritizes the pages and manages the hyperlink. 
It predicts the probability that an unvisited page is relevant 
or irrelevant before downloading the page. This is 
determined with the help of link-based learning and sibling-
based learning.  
 
The internet link structure is represented as a directed graph 
G = (V, E); the nodes V correspond to the pages and a 
directed edge (a, b) є E indicates the presence of a link from 
web page ‘a’ to web page ‘b’ of hyperlinked pages. A 
sample web link graph is shown in Figure 1 to implement 
the web crawling algorithm. The nodes a, b, c, d, e, f, g, h, i 
and j represent the web pages and the links between the web 
pages represent the hyperlink in the web. Since each node 
contains more numbers of outgoing links, only few of the 
outgoing links are considered in the following Figure.  

 

 
 

Fig.1 Decision Graph Specifying the Relevant and Irrelevant Pages 
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The link graph is used as a base model for determining the 
relevancy score. Using the web link graph, the learning 
phases are determined to compute the page importance. It 
consists of the set of relevant pages   and the set of 
irrelevant pages along with their hyperlinks. That is, it 
contains the sets S1 and S2. S1   represents the   set    of     
crawled   relevant   pages. S2 represents the set of crawled 
irrelevant pages. In the above Figure, the node ‘a’ is the 
seed URL; ‘b’, ’c’, ’e’, ’f’ and ’g’ represents the   set    of     
crawled   relevant   pages;  ‘d’, ’h’ ,’i’ and ’j’ represents the   
set    of    crawled   irrelevant   pages. 
 

D. Learning Phases 
 

The three learning phases are discussed below by which the 
relevancy of the page is determined. 
 
1. Content-based Learning 
 
In content-based relevance, the page content of each web 
page V is checked for relevancy. From the page content, the 
keywords are extracted. Let W1, W2, W3, …., Wn be the set 
of words present in the page. If Ki represents the anchor text 
keywords, then Ki is compared with each Wi for existence. 
If so, then the crawler’s content-based learning is 
determined as  

 
Lc (C) = {v /  Ki  ∈ Wi ,  v ∈  V} 

 
where v represents the set of vertices that satisfies the page 
content for the given keywords. 
The set of web pages that satisfy the relevancy are stored in 
the set ‘P1’ and the irrelevant pages are stored in the set ‘P2’. 

 
2. Link-based Learning 

 
In Link-based learning, the URL is checked for relevancy. 
The URLs contain the tokens. The set of all tokens in the 
URL is specified as ti = { t1, t2, …., tn}. To fetch the tokens 
from the URLs, the URLs are first parsed with the 
separators “.” and “/”. These tokens are compared with the 
anchor text keywords Ki for existence.  If one or more of the 
keyword Ki is present in the link, then the particular link is 
considered as the relevant link. If all the keywords are 
present, then it is determined as more relevant link, and it is 
given more priority.  

 

If no anchor text is present in the URL link, then it is 
considered as an irrelevant link. All the relevant links are 
grouped to ‘L1’ and the irrelevant links are grouped to ‘L2’. 
Then the crawler’s link-based learning is determined as 

 
Ll (C) = {(a,b) / ti   ∈  Ki  ^  a ∈ S1  ^ b ∈ S1} 

 
where (a, b) is the set of  hyperlinks containing the keyword 
Ki  in the topic ti . 
 

3.  Sibling-based Learning 
 
The sibling of a page is determined whether the page is a 
relevant or an irrelevant page. If a parent URL has more 

number of child URLs, and if most of the child URLs 
satisfies the content–based learning, then the siblings is also 
considered as relevant pages before crawling.  

 
Ls (C) = {v /  v  ∈   sibling of a crawled page } 

 
Here, if the crawler considers most of the crawled pages as 
relevant pages, then their siblings are considered as the 
relevant pages. 

 
E. Relevancy Evaluation 
 
The aggregate of these learning phases are formed by 
summing the weights of the individual relevance learning.  

 
Relevancy-Score = w1 * Lc(C) + w2 * Ll(C) + w3 *Ls(C) 

 
Here w1, w2 and w3 represents the weights which are used to 
normalize the different factor values. The values of these 
weights can be increased, to increase the importance of the 
individual factors. Here the implementation is made such 
that the weights are equally balanced and to get a balanced 
relevancy-score for each web page. 

 
IV. IMPLEMENTATION 

 
In this section, the experimentation results of the proposed 
web crawling method are presented using the content, link 
and sibling-based learning phases. The proposed algorithm 
was implemented using java and the experimentation was 
performed with different anchor text. The efficiency of the 
proposed method was determined by comparing the relevant 
retrieved pages using focused crawling and without focused 
crawling. The tokens are extracted from the web pages 
using the text mining processes such as, stop word removal 
and stemming method. 

 
The anchor text k is assigned as ‘Computer science books’ 
and the co-efficients are initialized as w1 = 0.1, w2 = 0.2 and 
w3 = 0.3. The seed URL in initialized as u = 
“http://www.freetechbooks.com/” since the URL is common 
in three search engines Google, Yahoo and MSN. The value 
of N, the number of pages to be crawled is initialized with 
the different values varying from 2000 to 12000. Figure 2 
shows the creation of folders and sub folders from the seed 
URL in the base path for each and every level of crawl. The 
output URLs are stored as folders in “E:\” drive starting 
with the base folder f0-0. So, the base path is initialized as 
“E:\f0-0” where the folders are created one by one during 
crawling based on the number of http links from the seed 
URL u. Two text files are created one containing the text 
content of the parent page and the other containing the 
outgoing links of the parent page. The crawler crawls into 
the web taking ‘u’ as the seed URL. The text content of the 
parent page is stored in the text file as “E:\f0-0\f0-
0_content.txt”. The outgoing links of the parent page are 
fetched and stored into the text file as “E:\f0-0\f0-
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0_link.txt”. From the seed URL ‘u’ as initialized, there are 
27 outgoing links during the first level of crawl and hence 
27 folders are created in the base path from “E:\f0-0\f0-0” 
to “E:\f0-0\f0-26” and along with it the content and the link 
files are also created. Now considering these 27 outgoing 
links as the parent URLs, its child URLs are fetched and the 
sub folders are created on these path. The relevancy score is 
computed for each and every web page in the link file based 
on the relevant keywords present in the content file. The 
relevancy score is calculated for the 27 outgoing links. 
Then, the relevancy score for each of these links is 
compared with the predefined threshold value. The 
threshold value is the limit at which more numbers of 
relevant pages are retrieved. If the relevancy score is more 
than the threshold value, then the URL link is accepted for 

the second level of crawl. Otherwise, the link (folder) is 
removed (deleted) from further crawling. For example the 
path “E:\f0-0\f0-9\f0-3\f0-4\f0-20” shows the creation of 
sub folders for the seed URLs 10th outgoing link during the 
fourth level of crawl. This shows the fetching of the web 
page content and its URL link from the web. When this 
process is performed, the algorithm works on the web page 
content and the link file performing the procedural steps as 
described to fetch the relevant pages. 

 
All the retrieved relevant pages and retrieved relevant links 
are stored in ‘P1’ and ‘L1’ and the retrieved irrelevant pages 
and retrieved irrelevant links are stored in ‘P2’ and ‘L2’, 
which are assigned to the sets ‘S1’ and ‘S2’. 

 
  

 
 

Fig. 2 Creation of Folders from the Seed URL 
 

The URL links in the text document f0-15 is shown in 
Figure 2. The existing folders f0-0, f0-1, f0-2, f0-3, f0-4, f0-
5 and f0-6 indicate the  ‘retrieved pages’ during the crawl. 
The omitted folders f0-7 to f0-15 indicates the ‘not retrieved 
pages’ during the crawl.  The ‘retrieved pages’ comprise the 
‘relevant pages’ and the ‘irrelevant pages’. The URL links 
stored in the text document are checked if it contains the 
anchor text. If so, the link is considered as a ‘relevant page’, 
else the link is considered as an ‘irrelevant page’. Similarly, 
the ‘not retrieved pages’ contains the ‘relevant pages’ and 
the ‘irrelevant pages’. The ‘not retrieved pages’ are stored 
as separate folders in different base path. The URL links 
stored in these folders are checked if it contains the anchor 
text. If so, the link is considered as a ‘relevant page’, else 
the link is considered as an ‘irrelevant page’. The set of 
relevant retrieved pages are stored in the set ‘P1’ and the 
irrelevant retrieved pages are stored in the set ‘P2’.The 
output storage for the URL u = 
“http://www.freetechbooks.com/” is shown in Figure 3. 
 

V. EXPERIMENTAL RESULTS 
 

 The keyword k is given with different anchor texts as ‘Java 
Bean’, ‘J2EE’, ‘Java Script’, ‘Java AWT’ and ‘Java Swing’. 
For different topics, the numbers of pages retrieved by the 

proposed algorithm with focused crawling and without 
focused crawling are determined. For the topic ‘Java Bean’, 
the seed URL u is initialized as 
“http://docs.oracle.com/javase”. The constants are 
initialized as w1 = 0.2, w2 = 0.2 and w3= 0.3. 

 
Fig.3 Stored Output URLs  

 
For different threshold values, the numbers of relevant 
pages retrieved are determined. These are determined by the 
count of the total URL links stored in the link files. If the 
particular URL contains the anchor text, then the URL is 
considered as relevant URL. Otherwise, the URL is 
considered as an irrelevant URL. Some of the URLs that are 
fetched and stored in the different path folders are shown in 
Table II when the threshold value is 2.1. 
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TABLE II OUTPUT URLS STORED IN DIFFERENT FOLDERS ON THE TOPIC ‘JAVA BEAN’ FOR THE THRESHOLD VALUE 2.1 
 

http://docs.oracle.com/javase/tutorial/javabeans/quick/index.html 

http://docs.oracle.com/javase/tutorial/javabeans/quick/project.html 

http://docs.oracle.com/javase/tutorial/javabeans/quick/button.html 

http://docs.oracle.com/javase/tutorial/javabeans/quick/wiring.html 

http://docs.oracle.com/javase/tutorial/javabeans/quick/addbean.html 

http://docs.oracle.com/javase/7/docs/api/java/beans/PropertyEditor.html 

http://docs.oracle.com/javase/7/docs/api/java/beans/PropertyEditorSupport.html 

http://docs.oracle.com/javase/7/docs/api/java/beans/PropertyEditorManager.html 

http://docs.oracle.com/javase/7/docs/api/java/beans/Customizer.html 

http://docs.oracle.com/javase/7/docs/api/java/beans/BeanInfo.html 
 
The number of relevant pages retrieved for the different 
threshold values for the topic ‘Java Bean’ is specified in 

Figure 4.  The number of relevant pages retrieved increases 
gradually as the threshold value decreases. 

 

 
 

Fig. 4  Number of Relevant  Pages Retrieved for the Topic ‘Java Bean’ on Different Threshold Values 
 
The experimentation output at various stages is shown in the 
following figures (Figure 5 to 7). The figure shows the 
output for the anchor texts ‘J2EE’, ‘Java Script’ and ‘Java 

AWT’.  The algorithm is tested using various anchor texts 
and it shows that the proposed method yields more number 
of relevant pages with focused crawling.  

 

 
  

Fig. 5 The performance of the Crawler for the Anchor Text ‘J2EE’ 
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Fig. 6 The performance of the Crawler for the Anchor Text ‘Java Script’ 

 

 
Fig. 7 The performance of the Crawler for the Anchor Text ‘Java AWT’ 

 
The outcomes such as numbers of relevant pages retrieved, 
relevant pages not retrieved, irrelevant pages retrieved and 
irrelevant pages not retrieved are determined for the 
different anchor texts and the metrics are computed as 

shown in Table III for the algorithm with focused crawling 
and without focused crawling. It shows that for each and 
every topic, the precision, recall and accuracy of the 
proposed algorithm is higher with focused crawling. 

 
TABLE III METRICS OF THE ALGORITHM FOR DIFFERENT ANCHOR TEXTS 

 
Metrics 

Anchor texts Precision 
(percent) 

Recall 
(percent) 

Accuracy 
(percent) Algorithms 

With focused crawling 

Java Bean 80 84.2 77 

J2EE 78.3 82.2 74.1 

Java Script 76.9 87.1 75 

Java AWT 70.6 75.3 72.8 

Java Swing 75.1 80 76.6 

Without focused crawling 

Java Bean 71.7 78.4 69.3 

J2EE 69.3 79.7 65.4 

Java Script 64.8 81.2 64 

Java AWT 65.4 70.9 60.1 

Java Swing 63.8 77.6 65.4 
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VI. CONCLUSIONS AND FUTURE WORK 

 
In this paper, a technique with focused crawling using three 
learning phases namely, content-based, link-based and 
sibling-based learning are discussed to generate the more 
number of relevant pages. It is proved experimentally that 
more number of relevant pages is retrieved for different 
anchor texts using focused crawling. The comparisons of 
the results are done with focused crawling and without 
focused crawling. Here only the text document is considered 
for experimentation. The future work is to retrieve more 
number of relevant pages for the documents other than texts 
namely, images, videos etc. The performance of the 
algorithm is to be tested with a large volume of web pages.  
Further extensions can be done on this work by analyzing 
and proposing semantic queries. 
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