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Abstract - The Document classification system is the field of 

data mining in which the format of data is based on bag of 

words (BoW) or document vector model and the task is to 

build a machine which  after successfully learn the 

characteristic of  given data set, predicts the category of the 

document to which the word vector belongs. In this approach 

document is represented by BoW where every single word is 

used as feature which occurs in a document. The proposed 

article presents artificial neural network approach which is 

hybrid of n-fold cross validation and training-validation-test 

approach for classification of data. 
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I. INTRODUCTION

The document classification is the technique by which 

digital documents are categorized into different classes 

according to their content. The classes are already defined 

on the basis of their content and technique attempts to build 

classifier through the training data. After training is done 

the classifier tries to classify a previously unseen document 

into different categories. There are various approaches 

present in document classification like rule based methods, 

probabilistic methods and machine learning methods are 

few of them. This article presents artificial neural network 

(ANN) for identifying the document through n-fold TVT 

(Training-Validation-Test) approach [17]. The text 

document may be ASCII, HTML or may be XML. Text 

classification is a supervised learning technique in which 

document always belong to some class and after building a 

model through training it has to classify the document for 

categorization on test data-set. 

II. ARTIFICIAL NEURAL NETWORK

The Artificial Neural Networks (ANNs) are input-output 

processing systems [14] [18] [19] inspired from human 

brain that is they consist of neurons which is fundamental 

unit of the human brain. 

In the given fig.1ANN [18] [19] contains multiple layers 

and these layers contain multiple neurons. Each neuron is 

associated with a transfer function. Layers are connected 

with each other’s through the edges. Each edge is associated 

with a numeric value called as weight. The ANNs are 

configured properly before applying the dataset to it. The 

working of ANN is based on back-propagation algorithm 

[6]. 

Fig. 1 The architecture of artificial neural network 

The working of artificial neural networks for classification 

is as follows: 

Step1: The data is prepared for applying it to ANN i.e. it 

must be numeric. 

Step2: Before processing or applying dataset the ANN is 

initialized and configured 

Step3: The ANN is trained by applying input-output dataset 

by employing back-propagation algorithm. 

Step4: The testing is done on the network obtained in Step3. 

III. EXISTING TECHNIQUES

Text classification can be performed by employing so many 

techniques like term graph , support vector method, nearest 

neighbour method and Bayesian classification method to 

have a few of them. The present article presents a technique 

based on ANN which is a refinement of training-validation-

test approach. 

IV. LITERATURE REVIEW

There are various literatures found in the field of text 

classification like [13] proposed neural network approach 

by representing text with its ASCII format. [4] Represents 

problem as information selection in which the process is 

based on spreading activation methods. Merkl and Rauber 

[11] article argue in favour of establishing a hierarchical

organization of the document space based on unsupervised

neural network using hierarchical feature map for text

archive organization, a type of self organizing map. Kakade

et al., [2] create a term document matrix that helps in

conversion of the text document into a quantitative format.

This paper presents a new idea which allows the use of term

factor (tf) and tf-inverse document factor (tf-idf) vectors to

represent a text document. Hsieh et al., [8] proposed a novel

55 AJCST Vol.8 No.2 April-June 2019

(Received 12 March 2019; Revised 23 March 2019; Accepted 21 April 2019; Available online 28 April 2019)



usage of word and document embedding for emotion 

classification. Pavan Kumar et al., [19] have a very nice 

presentation on sentiment analysis and classification. 

 

V. PROPOSED METHODOLOGY 

 

The proposed methodology is based on n-fold training-

validation-test approach which is combination of n-fold 

cross-validation with validation [21]. In n-fold cross-

validation the dataset is initially divided into 'n' folds. Than 

during training each 'n' folds one by one acts as test set and 

remaining sets are treated as training set. Finally the mean 

error or accuracy (as the case may be) obtained from each of 

'n' test sets are the final result of classification. In the TVT 

(training-validation-test) approach the data is first divided in 

to three parts (generally ratio is 70:15:15) and each time 

during experiment the training is performed and before 

testing, the built model is first validated again and again 

with validation set till best validation performance is 

achieved.  

 

After obtaining best validation performance they obtained 

ANN is employed for testing on test set. The proposed 

approach is hybrid approach of n-fold cross-validation and 

training-validation-test approach. That is after dataset is 

divided in to 'n' folds, each time during testing 'nth' fold is 

reserved for testing and one of the remaining folds one by 

one are treated as validation fold and remaining n-2 folds 

are used for training as shown in fig 3. As each of the 

remaining n-1 folds one by one are used as validation set till 

the best friend of test set is discovered it is called an 

exhaustive approach.  

 

Further in the proposed approach we use exhaustive weight 

initialization as it is observed that weight initialization in 

ANN affects the accuracy of results at the end so we select 

the initial weight configuration ANN which gives best result 

at the end and hence the proposed method is called 

exhaustive validation and weight initialization. The most 

distinguishing feature of n-fold TVT approach is that it 

discovers the best ANN for the given dataset by exhaustive 

validation and weight initialization and also avoids over-

fitting. 
 

VI. DATA SETS IN THE EXPERIMENT 
 

In the present article we used five corpuses of data-sets 

whose details are given in table I. Characteristics of datasets 

(corpus) on which experiments are performed. 

 
TABLE I CHARACTERISTICS OF DATASETS 

 

Datasets 
Number of 

documents 

Number of attributes 

(terms) 

Number of classes 

(categories) 

CNAE 1080 856 9 

Db world (bodies) (stemmed) 64 3721 2 

Db world (subjects) (stemmed) 64 229 2 

Gender(Female) 3232 100 2 

Gender(Male) 3232 100 2 

Amazon 1500 50 50 

Reuters 21578(Acq) 12897 100 2 

Reuters21578(Earn) 12897 100 2 

Reuters21578(Grain) 12897 100 2 

Reuters21578(Corn) 12897 100 2 

Reuters21578(Money) 12897 100 2 

  

 
 

Fig. 2 The document vector model 

 

VII. ANALYSIS AND RESULTS 

 

The results obtained on five datasets through N-fold TVT 

approach are given in table II. 

Accuracy= (Number of correctly classified instances / total 

instances) * 100. 
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TABLE II CLASSIFICATION ACCURACIES OBTAINED ON CORPUSES 
 

Datasets 
Results based on taking term 

frequency (tf) (%) 

Results based on taking term frequency-

inverse document frequency (tf- idf) (%) 

CNAE 93.4 92.68 

Db world (bodies) (stemmed) 98.57 98.58 

Db world (subjects) (stemmed) 97.00 97 

Gender(All) 69.00 68.9 

Amazon commerce reviews 100.00 100.00 

Reuters 21578(Acq) 94.31 94.31 

Reuters21578(Earn) 97.51 97.51 

Reuters21578(Grain) 99.04 99.04 

Reuters21578(Corn) 99.67 99.67 

Reuters21578(Money) 97.18 97.18 

 
TABLE III CROSS-VALIDATION WITH VALIDATION APPLIED FOR PROPOSED APPROACH 

 

Datasets folds Details of ANN 

CNAE 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

Db world (bodies) (stemmed) 7 fold TVT 4 hidden layers with 25 neurons in each hidden layer. 

Db world (subjects) (stemmed) 7 fold TVT 3 hidden layers with 20 neurons in each hidden layer. 

Gender(Female) 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

Gender(Male) 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

Amazon 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

Reuters 21578(Acq) 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

Reuters21578(Earn) 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

Reuters21578(Grain) 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

Reuters21578(Corn) 4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

  4 fold TVT 4 hidden layers with 25 neurons in each hidden layer 

 

 
 

Fig. 3 Example of 7 folds TVT approach 

 

In the experiments performed and results obtained there is 

no feature extraction and reduction done in CNAE and 

Amazon datasets. All the datasets are available from UCI 

[10] and Keel [9] repository in term-frequency matrix and 

we further converted into tf-idf format. One example of 

proposed approach is given in Figure 3 in which 7
th

 fold is 

treated as test set and we discover the best friend to this test 

set, that is validation set, and respective network which 

gives minimum error on validation set is the final ANN for 

given test set. All the experiments are performed in matlab 

using 'trainscg' as training function. The formula for finding 

tf-idf weight value is given below. 

w=log (1+ tf𝑡,𝑑) ×log10 ( 𝑁 / df𝑡 ) 

 

Where w= tf-idf weight vector, tfi,j= term frequency 

(number of documents of i in j), N= total number of 

documents, dft = number of documents containing t. 
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TABLE IV FINDINGS OF OTHER RESEARCHERS ON CORPUS 
 

Dataset Method Accuracy Description Reference 

CNAE-9 Feature selection technique 

Decision tree 65% Feature selection Based on 

Information gain Mutual 
information Chi-squared Symmetric 

uncertainty 

Subhajit Dey Sarkar & Saptarsi 
Goswami , 2013[16] 

SVM 89% 

Naïve Bayes 60% 

KNN 89% 

CNAE-9 
Naïve Bayes 

Chi-square 
 80% -- 

Subhajit Dey Sarkar, Saptarsi 

Goswami, 2014[17] 

Reuters 21578 

 
Clustering word embeddings 87.74 

Bag of super word embeddings,7768 

(training) 3011(test) 

Andrei M. Butnarua, Radu Tudor 

Ionescua ,2017 [3] 

Reuters4 Data reduction 
SVM 93.56% 

-- 
Maria Luiza C. Passini, Katiusca 

B. Estébanez, 2013[12] Naïve Bayes 92.89% 

Reuters10 Data Reduction 

SVM 93.53% 

-- 

Maria Luiza C. Passini, Katiusca 

B. Estébanez ,2013 

[12] 
Naïve Bayes 92.92% 

Reuters21578 R8 Naïve Bayes 90.23% -- 

Ali Allahverdipoor, Farhad 

Soleimanian Gharehchopogh, 

2016[1] 

Amazon commerce 

reviews 

Feature selection & 

synergetic neural networks 
80% -- 

Sanya Liu, Zhi Liu, Jianwen Sun, 

Lin Liu, 2011[20] 

Db world (bodies) 

stemmed 
Feature selection 96.87% -- Michele Filannino [13] 

Db world 

(subjects)stemmed 
Feature selection 98.43 -- Michele Filannino [13] 

Gender(All) Naïve Bayes Chi-square 69% -- 
Subhajit Dey Sarkar, Saptarsi 
Goswami ,2014 

Reuters Naïve Bayes Chi-square 76% -- 
Subhajit Dey Sarkar, Saptarsi 

Goswami, 2014 [17] 

Db world (All) Naïve Bayes Chi-square 90% -- 
Subhajit Dey Sarkar, Saptarsi 

Goswami 2014 [17] 

 

VIII. CONCLUSION 
 

It is revealed that n-fold TVT approach is giving better 

results (Table II & Table IV) than all other techniques used 

for classification of data as it has a capability to discover 

most optimum ANN for the given dataset.  
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