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Abstract - Human Anomaly Detection can be used in order to 
identify thefts, terrorist attacks, fighting, and fires in susceptible 
areas including banks, parking areas, hospitals, shopping malls, 
universities, colleges, schools, borders, airports, bus and railway 
stations, etc. Video surveillance can be used in crowded areas to 
identify anomalies and analyse human behaviour to detect theft 
and vandalism. It will also help to prevent inappropriate 
behaviour such as fighting among humans by monitoring the 
perimeter of the location, for the safety of people. It can be used 
to monitor the suspicious activity of humans in crowded places. 
Keywords: Human Anomaly Detection, Deep Learning, LRCN, 
LSTM, CNN 

I. INTRODUCTION

Human Anomaly Detection can be used in plenty of real-time 
applications.  It includes shopping behaviour analysis, 
intelligent video surveillance and much more. Surveillance is 
now becoming vital in terms of security. Even this can be 
used to identify emergency situations in the public places. 
CCTV (Closed Circuit Television) monitoring manually 
takes a lot of time and effort.  

It is not efficient to get past information and analyse them. 
Identifying abnormal events and analysing videos is now an 
emerging concept of automated video surveillance systems. 
The intelligent way of detecting any suspicious activity can 
be automated to detect human behaviour. 

The learning tasks can be performed efficiently using Deep 
Neural Networks. Deep Learning models have the capability 
of extracting the features and also representing high-level 
image data. CNN (Convolutional Neural Network) can 
identify the patterns from images, but in order to extract the 
long-term dependencies from videos the LSTM can be used 
as it is the capability to remember things. 

This proposed technology uses CCTV camera footage to 
monitor human behaviour in crowded places. Here event 
detection and also human behaviour recognition are the main 
aspects of intelligent video monitoring. The whole process 
involves three main processes, data preparation, model and 
inference. 

II. METHODOLOGY

This approach makes the use of footage which is obtained by 
using CCTV cameras for identifying suspicious events. The 
architecture involves capturing, pre-processing, and 
prediction. Three classes were identified by the system. 

1. Fighting - Suspicious
2. Running and Walking - Normal

A. Video Capture

CCTV camera is installed, the footage monitoring was the 
basic step in  surveillance software. The whole area of 
surveillance is covered by using different kinds of videos. 

B. Video Pre-Processing

30 frames are identified from each of videos, frames are 
separated on equal time intervals. 30 extracted frames are 
resized to 64 x 64 and read in a NumPy array of dimensions 
(64 x 64 x 3)  using OpenCV Library in Python. 

Each Value in the frame is then Normalized by dividing it by 
255. All the 30 Normalized frames from each video are stored 
as a sequence in a NumPy array with dimensions 30 x 64 x
64 x 3.

C. Class Prediction

The NumPy array is given as input to the Model and the 
Model predicts the class of the given Video. 

III. PROPOSED SYSTEM AND DESIGN

LRCN  can be used to recognize suspicious human activity. 
Temporal data is used for the effective classification of 
anomalous activities. CNN extracts the features from every 
frame of the video. The given input is successfully classified, 
and features are extracted from CNN. Sequences of 30 
frames present in the video are extracted and given to the 
LRCN Model. 

35 AJCST Vol.12 No.1 January-June 2023

(Received 19 May 2023; Revised 27 May 2023; Accepted 30 May 2023; Available online 3 June 2023)



Fig. 1 Architecture of the Proposed System 

A. Dataset Description

For detecting Running and Walking KTH database is used. 
KTH dataset is the standard one consisting of collection 
expressing 6 various actions, every action has 100 steps. 
Every step has maximum of frames 600 and  video was shot 
for 25 fps. The Kaggle has of, at least 100 videos which were 
taken from YouTube videos, movies that can also be 
employed for the process of training anomalies. 

B. Data Processing

To identify the class from its respective Class folder and the 
Class label from NumPy array, OpenCV library was used.  
Video is taken as input using OpenCV,  30 frames are 
identified to get a sequence of 30 images. 

Resizing of an image was done to have fixed number of the 
pixels. The frames are resized width:  68px and height: 68px 

to establish uniformity of the input images present in the 
model. 

Normalization is used to learn the data faster and extract 
necessary features from images. The frame which is resized 
is normalized and is dividing it by 255.  The uniformity value 
of the pixel is maintained between 0 to 1. Resized and as well 
as Normalized frames are then stored into NumPy arrays 
which can be used as an input for the model. 

C. Data

75% - Training Data 
25% - Testing Data 

D. Creating Model

LRCN is used  to recognise the anomalous activity from 
video surveillance. 

Fig. 2 Model Creation 
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LRCN is to mainly used for combination of the CNNs in 
order to identify the  features among the frames. LSTMs are 
used to transform sequence as a valid class label, 
probabilities and sentence. The input is then processed using 
CNN, where the outputs are given for a stack of recurring 
models. It involves classifying, processing, and predictions 
on data.  LSTMs are mainly used to deal vanishing gradient 
problem that can be extracted when training  RNNs. 

E. Training the Model

The model learns from the labelled data and also has the 
capability to predict 3 classes – Running, Fighting and 
Walking. The hyper parameters used are: 
1. validation split = 0.25
2. epochs = 70
3. batch size = 4

Fig. 3 Training of the Model 

Fig. 4 Graph to identify the total loss and validation loss 
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Fig. 5 Graph to identify the total accuracy and total validation accuracy 

IV. MODEL LAYER DIAGRAMS

Fig. 6 Model Layer Diagram of LSTM 

TABLE I COMPARATIVE ANALYSIS OF VGG-16+LSTM AND LRCN MODELS 

Model Dataset-Class Frame Size(px) Accuracy Realtime 

VGG-16+ LSTM 45 224*244 85% No 

LRCN 100 64*64 82% Yes 
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V. RESULTS AND DISCUSSION

The Proposed model aims to detect the anomalous behavior 
in the videos and has an accuracy of around 82% on our data. 
VGG-16 model consists of 16 layers and is not efficient as it 
was time-consuming and could not be used in detecting real 

life situations. In order to overcome this drawback LRCN 
model was used, size of layers is downgraded by 5 and has 
less time complexity and can be applicable in real time object 
detection. The frames are then resized to 64px to have more 
memory as well as many videos can be added to increase 
efficiency.  Following are images of the model. 

Fig. 8 Accuracy of the model and individual accuracy for predicting the single action 
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Fig. 8,9,10 Predictions of fighting, running, and walking by model 

VI. CONCLUSION

LRCN is to mainly used for combination of the CNNs in 
order to identify the  features among the frames. LSTMs are 
used to transform sequence as a valid class label, 
probabilities and sentence. The input is then processed using 
CNN, where the outputs are given for a stack of recurring 
models. It involves classifying, processing, and predictions 
on data.  LSTMs are mainly used to deal vanishing gradient 
problem that can be extracted when training  RNNs. We 
conclude that LRCN is efficient in comparison to the other 
models and is much more effective. 
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